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ABSTRACT

This paper describes an integration framework that allows
development of simulations where the cognitive reasoning
and decision making is programmed and executed within
an existing BDI (Belief, Desire, Intention) system, and the
simulation is played out in an existing ABM (Agent Based
Modelling) system. The framework has a generic layer which
manages communication and synchronisation, a system layer
which integrates specific BDI and ABM systems, and the
application layer which contains the program code for a
particular application. The code is available on GitHub:
https://github.com/agentsoz/bdi-abm-integration

1. INTRODUCTION

Agent-based simulations are often built using toolkits such
as Repast [4] or NetLogo [7], which provide a graphical de-
velopment interface and a suite of tools to assist in the anal-
ysis of simulation results. In such toolkits, the agents are
relatively simple entities that respond reactively to their en-
vironment. However, for social science simulations involving
humans, it can be challenging to represent human-like be-
haviour using simple reactive agents. In our simulation work
with Emergency Management personnel (e.g., [5, 6]), a key
concern has been that people behave in complex ways, and
unless this variation can be convincingly captured, models
of community response have only limited value. Informal
validation by emergency services personnel often involves
determining how believable the modelled behaviours of res-
idents are, based on what they typically see during actual
incidents. We have found the Belief, Desire, Intention (BDI)
model to be a good candidate for this, as it is able to capture
complex and highly variable behaviours in a compact way
using a goal-plan hierarchy, while at the same time being
intuitive for non-programmers.

Having identified BDI as a suitable representation of agent
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behaviours, we needed a way to integrate BDI agent mod-
elling with agent-based modelling and simulation, such as
MATSim [3]. This need has driven the development of the
framework reported here. Although we have focussed on
BDI systems, the framework can support many of the cogni-
tive approaches to modelling humans in simulation surveyed
in [1], provided they are based on agents receiving percepts,
and affecting the environment via actions. Similarly, a vari-
ety of different ABMs can be accommodated.

2. ARCHITECTURAL FRAMEWORK

Conceptually, the infrastructure provides a mechanism
whereby some agents in the simulation have a “brain” (de-
cision making component) in the BDI system, while the
“body” of the agent carries out actions in the ABM sys-
tem. The ABM contains the environment, and it is here
that percepts originate and are communicated to the brain,
and actions determined by the BDI system are carried out
with their consequent effects. These two systems operate
synchronously, with the ABM allowing input from the BDI
system at each time step. Some simple agents may not re-
quire a BDI “brain” while others may influence the simula-
tion by communication with other agents in the BDI system,
but not require embodiment in the ABM.
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Figure 1: BDI-ABM integration architecture: ABM
sends percepts list P to BDI & receives actions list A;
S is list of actions status (pass, fail, suspend, abort)

The integration architecture has three distinct layers as
shown in Figure 1: a generic layer, which realises the con-
ceptual model of brain and body; a system layer, which



provides the code necessary for linking a particular BDI or
ABM system into the generic layer; and an application layer,
which provides the application-specific code including agent
behaviour and reasoning. We have used 3 different BDI sys-
tems and 4 different ABM simulations; however, we have
most experience with the JACK/MATSim combination.

3. KEY ISSUES

There were a number of important issues to be consid-
ered in developing this framework. Critically, the BDI agent
brain must be able to be both autonomous and pro-active.
It cannot simply react to percepts from the environment,
and must be able to modify previous decisions or take new
decisions at any time. This necessitates infrastructure which
we included in the generic layer, for both starting, aborting
and suspending actions based on BDI reasoning.

Decisions must also be made about where agent commu-
nication should happen — within the BDI or the ABM sys-
tem. There are arguments that, conceptually, communica-
tion should happen within the environment of the ABM.
However there are many reasons why this may not be ap-
propriate in all situations. If the communication has only to
do with decision making regarding actions, then there may
be no need to model it in the ABM. Also the size of ABM
timesteps may be such that it makes no sense to model it
there. An urban simulation may step each year, but there
may be communications affecting cognitive decisions that
happen within that year and therefore are better modelled
in the BDI system. Consequently we allow either option.

Mapping of actions from the BDI system to the ABM is
another important issue. Typically, the granularity of ac-
tions about which an agent reasons is much coarser than
that which is required for a physically based simulation. For
example, an agent does not reason about every step it takes
on the way to its destination: it makes a decision to walk
to somewhere. However, the ABM must progress the agent
over (possibly) multiple timesteps, observing any obstacles
arising. The BDI system must therefore allow actions that
take multiple timesteps to complete (durative actions), and
the ABM system must be able to recognise and communi-
cate action completion, as well as situations that should be
communicated back to the BDI system. The mechanism
for managing durative actions is part of the system specific
layer. We have developed a generic approach, but the details
depend on the particular BDI system. Mapping of coarser
granularity actions to multi step sequences in the ABM,
including recognition of completion, is application specific
and thus belongs at the application layer. However there
are common actions such as drive-to(loc) which naturally
become part of a reusable library for a given BDI/ABM in-
tegration.

Which system is master and which slave is also a key issue.
We have found it simplest to have the ABM be the master,
and the BDI system the slave, called by the ABM at each
timestep. However, a model in which both are slaves to some
external controller that can also integrate other subsystems
may be preferable. This is a focus of future work.

An additional issue is how to determine when the BDI sys-
tem should return control to the ABM system. As the BDI
system is (typically) event based rather than time stepped,
this requires determining when all agents have handled all
their current events and finished progressing all current in-
tentions. The possibility of communication within the BDI
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system results in some technical nuances, the solutions to
which are described within the full paper.

4. EXAMPLE APPLICATION(S)

We have built five applications for very different domains
using our infrastructure. These include a bushfire evacua-
tion, a conservation ethics model, a simple taxi service ap-
plication, a vaccination simulation and the zombies example
used by Repast.

Our most complex integration is the bushfire evacuation,
where we have developed a number of end-user applications
with BDI modelling of agent behaviour and MATSim as the
ABM. These applications aid in the planning and prepara-
tion for evacuations of regional towns or outlying city ar-
eas in the event of imminent bushfires. Road networks are
extracted from OpenStreetMap,! and the agent population
is constructed using demographics data from census tables.
Our largest evacuation simulation [2] contains over 35,000
agents, each representing a household in a specific bush-
fire prone region. Agents representing evacuating residents
exhibit some of the known behaviours of residents in bush-
fires, such as driving to pick up children from school and/or
loved ones from nearby locations before driving to desig-
nated evacuation centres. Important percepts include fire-
alert and road-congestion, with key BDI actions being
drive-to(loc) (used in all our simulations with MATSim)
and take-route-to(loc, route) which allows for greater
reasoning about viable routes based on knowledge of the
fire.
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