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1. INTRODUCTION
The proliferation of mobile computers—such as laptops,

personal digital assistants, and smart phones—has propelled
distributed computing into mainstream society. Over the
past decade these technologies have spurred interest in both
decentralized multiagent systems and wireless mobile ad-hoc
networks. Such networks, however, present many challenges
to information sharing and coordination. Interference, ob-
stacles, and other environmental effects conspire with power-
and processing-limited hardware to impose a number of chal-
lenging networking characteristics. Messages are routinely
lost or delayed, connections may be only sporadically avail-
able, and network transfer capacity is nowhere near that
available on modern wired networks. It is therefore impera-
tive to emphasize local decision making and autonomy over
a centralized analogue, insofar as it is possible. The majority
of such decentralized decision making can be seen as a fun-
damental problem of propagating and then solving systems
of constraints, otherwise known as Distributed Constraint
Reasoning (DCR).

A large class of multiagent coordination and distributed
resource allocation problems can be modeled through DCR.
DCR has generated a lot of interest in the constraint pro-
gramming community and a number of correct and complete
algorithms have been developed to solve DCR optimization
problems [6, 4, 7, 1]. Evaluating the performance of these al-
gorithms under realistic scenarios is an important and active
area of research [5, 2, 9], however, comparison is complicated
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by the fact that they are currently implemented in simula-
tion; there is no record in the literature of any significant
comparison of DCR algorithms on live networks. Solely eval-
uating distributed systems in simulation can have a number
of undesirable side effects, not in the least due to differences
between the individual simulators. Most of these side effects
are not unique to DCR algorithms [3]. Ideally, an indepen-
dent, community-endorsed framework should exist in which
a single implementation of a DCR algorithm can be run both
in simulation and deployed on a live network without mod-
ification to the underlying code [3]. This is a demonstration
of the first such framework, called DCOPolis [8].

DCOPolis is an open-source1 framework designed to ab-
stract algorithm implementation from the underlying plat-
form (i.e. hardware, network, operating system). This al-
lows a single implementation of an algorithm to be run in
simulation (i.e. on top of the NS2 network simulator with
AgentJ), on a live ad-hoc wireless network, or even on a
JavaME-enabled mobile phone. DCOPolis differs from ex-
isting DCR frameworks and simulators, however, in three
fundamental ways:

1. DCOPolis was designed to allow for both simulation
on a single computer (see Figure 1) and full deploy-
ment of DCR solvers on many types of live networks,
including traditional wired networks and ad-hoc wire-
less networks;

2. DCOPolis is able to instantiate a DCR problem and
start the solution process completely distributedly. This
means that there is no need for configuration files, nor
is there any need for a central agent/server that ini-
tializes/instantiates the rest of the group; and

3. DCOPolis supports a novel type of simulation in which
the runtime of any distributed algorithm can be accu-
rately estimated on a single physical computer. This
is described in detail in [8] and visualized in Figure 2.

2. TECHNICAL CONTENT
There are two components to this demonstration: first,

the algorithms and platforms currently implemented within

1http://dcopolis.sourceforge.net/
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Figure 1: DCOPolis solving a distributed graph col-
oring problem in simulation using the Adopt algo-
rithm.
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Figure 2: Sequence diagram of an execution of
DCOPolis’ simulated time system.

the framework are exampled. This includes implementations
of state-of-the-art Distributed Constraint Satisfaction, Dis-
tistributed Constraint Optimization, Dynamic DCR, Dis-
tributed Pseudotree Generation algorithms from the liter-
ature. Platforms to be demonstrated include simulation,
TCP-based (over an ad-hoc network), and JavaME (com-
municating over bluetooth). The current problems that are
implemented within the system are also demonstrated, in-
cluding graph coloring, art gallery variants (see Figure 3),
the distributed multiple knapsack problem, sensor network
problems, meeting scheduling, disaster evacuation planning,
and C tæms scheduling. Additionally, a set of metrics are
available to automatically compare algorithms. The second
component to this demonstration is a brief tour of the devel-
opment cycle, exemplifying the ease with which an algorithm
designer can experiment with, create, and ultimately deploy
new algorithms.

3. CONCLUSION
This demonstration presents DCOPolis: a new framework

for distributed constraint reasoning researchers to, with rel-
atively little effort, implement and test new algorithms, de-
scribe and solve new DCR problems, and simulate and de-

Figure 3: DCOPolis solving a distributed variant of
the art gallery problem on a live ad-hoc network.

ploy DCR systems. DCOPolis also provides a novel simula-
tion environment that can accurately generate lower-bounds
on and asymptotic behavior of distributed runtime. DCOPo-
lis serves to ease the gap of transition from purely simulated
agent-based AI to agents that interact within the real world.
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