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Improving Building Energy Efficiency with a Network of Sensing, Learning and Prediction Agents
Sunil Mamidi, Yu-Han Chang, Rajiv Maheswaran . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Session 2A – Virtual Agents
Bayesian Model of the Social Effects of Emotion in Decision-Making in Multiagent Systems

Celso de Melo, Peter Carnevale, Stephen Read, Dimitrios Antos, Jonathan Gratch . . . . . . . . . 55
Towards building a Virtual Counselor: Modeling Nonverbal Behavior during Intimate Self-Disclosure

Sin-Hwa Kang, Jonathan Gratch, Candy Sidner, Ron Artstein, Lixing Huang, Louis-Phillippe
Morency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

A Sequential Recommendation Approach for Interactive Personalized Story Generation
Hong Yu, Mark Riedl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Evaluating the Models & Behaviour of 3D Intelligent Virtual Animals in a Predator-Prey Relationship
Deborah Richards, Michael J. Jacobson, John Porte, Charlotte Taylor, Meredith Taylor, Anne
Newstead, Iwan Kelaiah, Nader Hanna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

Model of the Perception of Smiling Virtual Character
Magalie Ochs, Catherine Pelachaud . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Session 3A – Robotics I
Supervised Morphogenesis - Morphology Control of Ground-based Self-Assembling Robots by Aerial

Robots
Nithin Mathews, Alessandro Stranieri, Alexander Scheidler, Marco Dorigo . . . . . . . . . . . . . 97

Decentralized Active Robotic Exploration and Mapping for Probabilistic Field Classification in Envi-
ronmental Sensing
Kian Hsiang Low, Jie Chen, John Dolan, Steve Chien, David Thompson . . . . . . . . . . . . . . 105

Robot Exploration with Fast Frontier Detection: Theory and Experiments
Matan Keidar, Gal Kaminka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Dynamic Reconfiguration in Modular Robots using Graph Partitioning-based Coalitions
Prithviraj Dasgupta, Vladimir Ufimtsev, Carl Nelson, S. G. M. Hossain . . . . . . . . . . . . . . . 121

UT Austin Villa 2011: A Champion Agent in the RoboCup 3D Soccer Simulation Competition
Patrick MacAlpine, Daniel Urieli, Samuel Barrett, Shivaram Kalyanakrishnan, Francisco Barrera,
Adrian Lopez-Mobilia, Nicolae Ştiurcă, Victor Vu, Peter Stone . . . . . . . . . . . . . . . . . . . . 129

xvii



Session 4A – Robotics II
Property-driven design for swarm robotics

Manuele Brambilla, Carlo Pinciroli, Mauro Birattari, Marco Dorigo . . . . . . . . . . . . . . . . . 139
Multi-robot collision avoidance with localization uncertainty

Daniel Hennes, Daniel Claes, Wim Meeussen, Karl Tuyls . . . . . . . . . . . . . . . . . . . . . . . 147
Decision-Theoretic Approach to Maximizing Observation of Multiple Targets in Multi-Camera Surveil-

lance
Prabhu Natarajan, Trong Nghia Hoang, Kian Hsiang Low, Mohan Kankanhalli . . . . . . . . . . . 155

Segregation in Swarms of e-puck Robots Based On the Brazil Nut Effect
Jianing Chen, Melvin Gauci, Michael J. Price, Roderich Groß . . . . . . . . . . . . . . . . . . . . 163

Model-Driven Behavior Specification for Robotic Teams
Alexandros Paraschos, Nikolaos Spanoudakis, Michail Lagoudakis . . . . . . . . . . . . . . . . . . 171

Session 5A – Robotics III
Active Visual Sensing and Collaboration on Mobile Robots using Hierarchical POMDPs

Shiqi Zhang, Mohan Sridharan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
What am I doing? Automatic Construction of an Agent’s State-Transition Diagram through Intro-

spection
Constantin Berzan, Matthias Scheutz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Learning from Demonstration with Swarm Hierarchies
Keith Sullivan, Sean Luke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Autonomous Robot Dancing Driven by Beats and Emotions of Music
Guangyu Xia, Junyun Tay, Roger Dannenberg, Manuela Veloso . . . . . . . . . . . . . . . . . . . 205

Session 1B – Teamwork I
Coordination Guided Reinforcement Learning

Qiangfeng Peter Lau, Mong Li Lee, Wynne Hsu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
On Coalition Formation with Sparse Synergies

Thomas Voice, Sarvapali Ramchurn, Nick Jennings . . . . . . . . . . . . . . . . . . . . . . . . . . 223
Decentralised Channel Allocation and Information Sharing for Teams of Cooperative Agents

Sebastian Stein, Simon Williamson, Nick Jennings . . . . . . . . . . . . . . . . . . . . . . . . . . 231
A New Approach to Betweenness Centrality Based on the Shapley Value

Piotr Szczepański, Tomasz Michalak, Talal Rahwan . . . . . . . . . . . . . . . . . . . . . . . . . . 239
Maintaining Team Coherence under the Velocity Obstacle Framework

Andrew Kimmel, Andrew Dobson, Kostas Bekris . . . . . . . . . . . . . . . . . . . . . . . . . . . . 247

Session 2B – Distributed Problem Solving
Stochastic Dominance in Stochastic DCOPs for Risk Sensitive Applications

Duc Thien Nguyen, William Yeoh, Hoong Chuin Lau . . . . . . . . . . . . . . . . . . . . . . . . . 257
Max/Min-sum Distributed Constraint Optimization through Value Propagation on an Alternating

DAG
Roie Zivan, Hilla Peled . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

Improving BnB-ADOPT+-AC
Patricia Gutierrez, Pedro Meseguer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

Optimal Decentralised Dispatch of Embedded Generation in the Smart Grid
Sam Miller, Sarvapali Ramchurn, Alex Rogers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

DCOPs and Bandits: Exploration and Exploitation in Decentralised Coordination
Ruben Stranders, Long Tran-Thanh, Francesco Maria Delle Fave, Alex Rogers, Nick Jennings . . 289



Session 4B – Agent Societies
A Multiagent Evolutionary Framework based on Trust for Multiobjective Optimization

Siwei Jiang, Jie Zhang, Yew-Soon Ong . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299
A qualitative reputation system for multiagent systems with protocol-based communication

Emilio Serrano, Michael Rovatsos, Juan Botia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307
PRep: A Probabilistic Reputation Model for Biased Societies

Yasaman Haghpanah, Marie desJardins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315
A Decision-Theoretic Characterization of Organizational Influences

Jason Sleight, Ed Durfee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323
Reasoning under Compliance Assumptions in Normative Multiagent Systems

Max Knobbout, Mehdi Dastani . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

Session 5B – Teamwork II
Leading Ad Hoc Agents in Joint Action Settings with Multiple Teammates

Noa Agmon, Peter Stone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341
Comparative Evaluation of MAL Algorithms in a Diverse Set of Ad Hoc Team Problems

Stefano Albrecht, Subramanian Ramamoorthy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 349
An Analysis Framework for Ad Hoc Teamwork Tasks

Samuel Barrett, Peter Stone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Modeling and Learning Synergy for Team Formation with Heterogeneous Agents

Somchaya Liemhetcharat, Manuela Veloso . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

Session 1C – Learning I
V-MAX: Tempered Optimism for Better PAC Reinforcement Learning

Karun Rao, Shimon Whiteson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 375
Reinforcement Learning Transfer via Sparse Coding

Haitham Bou Ammar, Karl Tuyls, Matthew Taylor, Kurt Driessen, Gerhard Weiss . . . . . . . . 383
Learning in a Small World

Arun Tejasvi Chaganty, Prateek Gaur, Balaraman Ravindran . . . . . . . . . . . . . . . . . . . . . 391
Just Add Pepper: Extending Learning Algorithms for Repeated Matrix Games to Repeated Markov

Games
Jacob Crandall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399

Strong Mitigation: Nesting Search for Good Policies Within Search for Good Reward
Jeshua Bratman, Satinder Singh, Richard Lewis, Jonathan Sorg . . . . . . . . . . . . . . . . . . . 407

Session 2C – Learning II
Decentralized Bayesian Reinforcement Learning for Online Agent Collaboration

Luke Teacy, Georgios Chalkiadakis, Alessandro Farinelli, Alex Rogers, Nick Jennings, Sally Mc-
Clean, Gerard Parr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 417

Shaping Fitness Functions for Coevolving Cooperative Multiagent Systems
Mitchell Colby, Kagan Tumer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425

Dynamic Potential-Based Reward Shaping
Sam Devlin, Daniel Kudenko . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433

Learning and Predicting Dynamic Networked Behavior with Graphical Multiagent Models
Quang Duong, Michael Wellman, Satinder Singh, Michael Kearns . . . . . . . . . . . . . . . . . . 441



Session 3C – Human-agent Interaction
A Cultural Sensitive Agent for Human-Computer Negotiation

Galit Haim, Ya’akov (Kobi) Gal, Sarit Kraus, Michele Gelfand . . . . . . . . . . . . . . . . . . . . 451
Giving Advice to People in Path Selection Problems

Amos Azaria, Zinovi Rabinovich, Sarit Kraus, Claudia Goldman, Omer Tsimhoni . . . . . . . . . 459
Combining Human and Machine Intelligence in Large-scale Crowdsourcing

Ece Kamar, Severin Hacker, Eric Horvitz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 467
Reinforcement Learning from Simultaneous Human and MDP Reward

W. Bradley Knox, Peter Stone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 475
Automatic Task Decomposition and State Abstraction from Demonstration

Luis C. Cobo, Charles L. Isbell Jr., Andrea Thomaz . . . . . . . . . . . . . . . . . . . . . . . . . . 483

Session 4C – Argumentation & Negotiation
Quantifying Disagreement in Argument-based Reasoning

Richard Booth, Martin Caminada, Mikolaj MikoŁaj, Iyad Rahwan . . . . . . . . . . . . . . . . . . 493
Cooperative Dialogues with Conditional Arguments

Samy Sá, João Alcântara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501
Defeasible Argumentation for Multi-Agent Planning in Ambient Intelligence Applications

Sergio Pajares Ferrando, Eva Onaindia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509
Personalizing Communication about Trust

Andrew Koster, Jordi Sabater-Mir, Marco Schorlemmer . . . . . . . . . . . . . . . . . . . . . . . . 517
From axiomatic to strategic models of bargaining with logical beliefs and goals

Bao Vo, Minyi Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 525

Session 5C – Emergence
Crowd IQ - Aggregating Opinions to Boost Performance

Yoram Bachrach, Thore Graepel, Gjergji Kasneci, Michal Kosinski, Jurgen Van-Gael . . . . . . . 535
Efficient Opinion Sharing in Large Decentralised Teams

Oleksandr Pryymak, Alex Rogers, Nick Jennings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 543
Agents of Influence in Social Networks

Amer Ghanem, Srinivasa Vedanarayanan, Ali Minai . . . . . . . . . . . . . . . . . . . . . . . . . 551
The Emergence of Commitments and Cooperation

The Anh Han , Luís Moniz Pereira , Francisco C. Santos . . . . . . . . . . . . . . . . . . . . . . . 559

Session 1D – Social Choice I
Strategyproof Approximations of Distance Rationalizable Voting Rules

Travis Service, Julie Adams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 569
Campaigns for Lazy Voters: Truncated Ballots

Dorothea Baumeister, Piotr Faliszewski, Jérôme Lang, Jörg Rothe . . . . . . . . . . . . . . . . . . 577
Possible and Necessary Winners of Partial Tournaments

Haris Aziz, Markus Brill, Felix Fischer, Paul Harrenstein, Jérôme Lang, Hans Georg Seedig . . . 585
Communication Complexity of Approximating Voting Rules

Travis Service, Julie Adams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 593



Session 2D – Social Choice II
Lot-based Voting Rules

Toby Walsh, Lirong Xia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 603
Convergence of Iterative Voting

Omer Lev, Jeffrey Rosenschein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 611
Optimal Manipulation of Voting Rules

Svetlana Obraztsova, Edith Elkind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 619
Manipulation Under Voting Rule Uncertainty

Edith Elkind, Gábor Erdélyi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 627
Voter Response to Iterated Poll Information

Annemieke Reijngoud, Ulle Endriss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 635

Session 3D – Economies & Markets I
Rational Market Making with Probabilistic Knowledge

Abraham Othman, Tuomas Sandholm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 645
Can a Zero-Intelligence Plus Model Explain the Stylized Facts of Financial Time Series Data?

Imon Palit, Steve Phelps, Wing Lon Ng . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 653
A Scoring Rule-based Mechanism for Aggregate Demand Prediction in the Smart Grid

Harry Rose, Alex Rogers, Enrico Gerding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 661
A Model-Based Online Mechanism with Pre-Commitment and its Application to Electric Vehicle

Charging
Sebastian Stein, Enrico Gerding, Valentin Robu, Nick Jennings . . . . . . . . . . . . . . . . . . . 669

Efficient Crowdsourcing Contests
Ruggiero Cavallo, Shaili Jain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 677

Session 4D – Economies & Markets II
Identifying Influential Agents for Advertising in Multi-agent Markets

Mahsa Maghami, Gita Sukthankar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 687
Predicting Your Own Effort

David F. Bacon, Yiling Chen, Ian Kash, David Parkes, Malvika Rao, Manu Sridharan . . . . . . 695
Optimal Incentive Timing Strategies for Product Marketing on Social Networks

Pankaj Dayama, Aditya Karnik, Yadati Narahari . . . . . . . . . . . . . . . . . . . . . . . . . . . 703
Optimizing Kidney Exchange with Transplant Chains: Theory and Reality

John Dickerson, Ariel Procaccia, Tuomas Sandholm . . . . . . . . . . . . . . . . . . . . . . . . . . 711
Fair Allocation Without Trade

Avital Gutman, Noam Nisan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 719

Session 5D – Auction & Mechanism Design
Mixed-bundling auctions with reserve prices

Pingzhong Tang, Tuomas Sandholm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 729
Eliciting Forecasts from Self-interested Experts: Scoring Rules for Decision Makers

Craig Boutilier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 737
Worst-Case Optimal Redistribution of VCG Payments in Heterogeneous-Item Auctions with Unit

Demand
Mingyu Guo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 745

False-name-proofness in Online Mechanisms
Taiki Todo, Takayuki Mouri, Atsushi Iwasaki, Makoto Yokoo . . . . . . . . . . . . . . . . . . . . . 753



Session 1E – Game Theory I
Existence of Stability in Hedonic Coalition Formation Games

Haris Aziz, Florian Brandl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 763
Stablity Scores: Measuring Coalitional Stability

Michal Feldman, Reshef Meir, Moshe Tennenholtz . . . . . . . . . . . . . . . . . . . . . . . . . . . 771
Coalitional Stability in Structured Environments

Georgios Chalkiadakis, Vangelis Markakis, Nick Jennings . . . . . . . . . . . . . . . . . . . . . . . 779
Overlapping Coalition Formation Games: Charting the Tractability Frontier

Yair Zick, Georgios Chalkiadakis, Edith Elkind . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 787
Handling Negative Value Rules in MC-net-based Coalition Structure Generation

Suguru Ueda, Takato Hasegawa, Naoyuki Hashimoto, Naoki Ohta, Atsushi Iwasaki, Makoto Yokoo 795

Session 2E – Game Theory II
Short Sight in Extensive Games

Davide Grossi, Paolo Turrini . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 805
New Results on the Verification of Nash Refinements for Extensive-Form Games

Nicola Gatti, Fabio Panozzo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 813
Playing Repeated Stackelberg Games with Unknown Opponents

Janusz Marecki, Gerry Tesauro, Richard Segal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 821
Repeated zero-sum games with budget

Troels Sørensen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 829
Efficient Nash Equilibrium Approximation through Monte Carlo Counterfactual Regret Minimization

Michael Johanson, Nolan Bard, Marc Lanctot, Richard Gibson, Michael Bowling . . . . . . . . . 837

Session 3E – Game Theory III
Computing Optimal Strategy against Quantal Response in Security Games

Rong Yang, Fernando Ordóñez, Milind Tambe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 847
A Unified Method for Handling Discrete and Continuous Uncertainty in Bayesian Stackelberg Games

Zhengyu Yin, Milind Tambe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 855
Multi-Objective Optimization for Security Games

Matthew Brown, Bo An, Christopher Kiekintveld, Fernando Ordóñez, Milind Tambe . . . . . . . . 863
Strategy Purification and Thresholding: Effective Non-Equilibrium Approaches for Playing Large

Games
Sam Ganzfried, Tuomas Sandholm, Kevin Waugh . . . . . . . . . . . . . . . . . . . . . . . . . . . 871

Solving Non-Zero Sum Multiagent Network Flow Security Games with Attack Costs
Steven Okamoto, Noam Hazon, Katia Sycara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 879

Session 4E – Game Theory IV
Task Routing for Prediction Tasks

Haoqi Zhang, Eric Horvitz, Yiling Chen, David Parkes . . . . . . . . . . . . . . . . . . . . . . . . 889
Mastering multi-player games

Yossi Azar, Uriel Feige, Michal Feldman, Moshe Tennenholtz . . . . . . . . . . . . . . . . . . . . 897
Game-theoretic Resource Allocation for Malicious Packet Detection in Computer Networks
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ABSTRACT
The target of our study is the Monarch Butterfly, which is
known for its multi-generational migration behavior: it mi-
grates between southern Canada and Mexico over the course
of one year within three to four generations. In spite of many
reported studies, little is known about what influences their
migration. We approach this subject by using an ecosystem
model consisting of artificial agents and five areas. We sim-
ulate under the environmental condition that the average
annual temperature rises every year, which is modeled on
the current global temperature rise. Our agents emerge the
migration behavior similar to the multi-generational migra-
tion of the actual Monarch. The migration process of the
agents is discussed.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Agent design

Keywords
Artificial Life, Adaptive Behavior, Multi-agent Simulation

1. INTRODUCTION
The subject in our study is the Monarch Butterfly (Danaus

plexippus L., Nymphalidae, Lepidoptera), which is known for
its multi-generational migration behavior: it migrates be-
tween southern Canada and Mexico over the course of one
year within three to four generations. In spite of many re-
ported studies, little is known about what influences their
migration. Our purpose of study is to reveal the reason why
Monarchs migrate. It is believed that the gradual rise in
air temperature is the triggers for the Monarch to migrate.
In this study, we model an ecosystem consisting of artificial
agents and five areas, and simulate Monarch behaviors over
long periods of time.

Appears in: Proceedings of the 11th International Confer-
ence on Autonomous Agents and Multiagent Systems – Inno-
vative Applications Track (AAMAS 2012), Conitzer, Winikoff,
Padgham, and van der Hoek (eds.), 4-8 June 2012, Valencia, Spain.
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Table 1: Sensory information.
Variable Variable is True if

X0 Is it diapausing? (statej = Dp)
X1 Is it hungry?
X2 Does a plant exist around there?
X3 Does other agents exist around there?
X4 Is daylight more than 12 hours?
X5 Does it feel cold? (sj − eaj < tmpri)
X6 Does it feel hot? sj + eaj > tmpri

Table 2: Actions.
Behavior

W Do not move
E Move toward a plant and eat food.
R Reproduce a new agent
D Go into diapause / Stop diapausing

Mn Migrate toward northern area (areai to areai+1)
Ms Migrate toward southern area (areai to areai−1)

2. ECOSYSTEM MODEL

2.1 Agent
An agent can sense seven types of information in Table

1. By using sensory information, an agent decide its behav-
ior only once in a day. In this paper, the action strategy
is expressed by n-output binary decision diagram (n-BDD)
[3], which is an extension of BDD. An agent agentj (j is
identifier) has three genetic component and characterized as

agantj(eaj , csj , stj), (1)

where eaj is a thermal sensitivity, csj is a cold resistance of
the diapause agent, stj is the action strategy. These genetic
components are unique to each agent. An agent can repro-
duce a new agent by crossing, and genetic components of a
child are generated from that of both parents by crossover
and mutation. An agent is removed if it reaches its maxi-
mum life-span (200 days) or run out its energy.

An agent decides the action actj by

actj(t) = stj(X0(t), X1(t), · · · , X6(t)), (2)

where t is the number of steps. The variable Xm is true if
the condition in Table 1 is met.

Six actions of an agent are shown in Table 2. After the
action, the energy inj is updated by

inj(t) = inj(t − 1) + f(actj(t), td), td = |sj − tmpri|, (3)

1159



where function f is the update function of the energy level
and is proportional to the difference in temperature between
sj and tmpri. E is an only action which increases its energy,
and other actions decrease.

An agent has the state statej as its internal parameter.
We defined three states — Cp, Dp, and Rp — which an
agent can enter. The Cp state is the larval stage and is an
initial state when it is first born. In the Cp state, only W
and E are selectable actions and the agent can change its
state to Rp after 30 days. The Rp state is an adult stage.
In the Rp state, an agent can select all five actions. The
Dp state is the reproductive diapause stage. Reproductive
diapause is a period of rest or quiescence between phases
of growth or reproduction. Diapausing Monarch halts re-
productive development and is resistant to cold by reducing
body temperature. In the Dp state, agent can select any
action except R. By the D action, an agent changes its state
from Rp to Dp or from Dp to Rp.

Diapausing agent has cold resistant and other states does
not. The suitable temperature sj is given by

sj =



SA − csj , if statej = Dp
SA, otherwise

(4)

where SA is the temperature suitable for nondiapausing agents.

2.2 Area
The ecosystem has five areas that we label as area0 to

area4 from south to north. Each area is modeled on the
area of North and Central America where the migration of
Monarchs actually occurs. areai has three environmental
parameters, which are temperature, day length, and foods.
These three environmental factors have significant effects on
the migration of the Monarch.

Temperature is decided by two kinds of environmental
changes: long-term and short-term. A long-term change
is an annual temperature rise. A short-term change is a
daily temperature changes. Thus, we define a temperature
tmpri(y, d) in areai at year y and day d as

tmpri(y, d) = longi(y) + shorti(d). (5)

where longi(y) is a long-term change, shorti(d) is a short-
term change, y is a year (y = t / 365) and d is a day (d =
t mod 365). To configure a short-term change, we used real
data from the past 20 years in each original area (collected by
[2]) and calculated the average annual data by trigonometric
function. The day length is defined as the time difference
from sunrise to sunset. We compute the time of sunrise and
sunset by an approach in reference [1]. Food is a source
of vital energy for the agents. Amount of foods is large if
temperature is suitable for foods. A food is removed when
it is eaten by an agent or reaches its maximum life-span.

3. EXPERIMENTS AND DISCUSSION
In this section, we present simulation results. We placed

200 agents with randomly generated genetic components in
area0. We simulated our proposed model under the envi-
ronmental condition that the average annual temperatures
of each area rise every year (Experiment 1). In Experiment
1, long-term environmental change longi(y) is given by

longi(y) = 0.01 × y, (6)

Fig.1 shows the number of agents that stay in area0 or mi-
grate from area0 to the others for 2000 years. Agents grad-
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Figure 1: The number of agents that stay in area0

or migrate from area0 to arean for 2000 years. Data
was obtained after 30 experimental runs.

ually expanded their migration range toward north with a
temperature rise. In later simulations, 74.5 % of the agents
migrated to area3 or area4, and agents migrate between
area0 and area4 within 3.76 generations on an average.
We can say that agents’ migration is closely similar to ac-
tual Monarchs’ migration because general migration route of
Monarchs is from wintering places in Mexico (which is area0

in our simulation) to areas located at a latitude of more than
40 degrees north (which are area3 and area4), and their one
round-trip migration requires 3 to 4 generation.

To examine the relation between the migration and the
temperature rise, we simulated under the condition that
the average annual temperatures are constant (Experiment
2). We simulate with longi() = 1.0, 2.0, · · · , 20.0. As a re-
sult, we found that 21.5 % of the agents migrate to area1,
25.8 % migrate to area2 and 3.7 % migrate to area3 when
longi(y) = 7.0, and no agents migrate from area0 when
longi(y) ≥ 8.0. These results show that Monarchs’ migra-
tion pattern is not emerged under the environmental condi-
tion in which the average annual temperatures are constant.
A comparison of Experiments 1 and 2 leads us to conclude
that the average annual temperature rise is a trigger for the
multi-generational migration of the Monarch.

4. CONCLUSION
We have designed the agent model to reveal the migration

of the Monarch Butterfly in computer simulation. Agents
emerged the multi-generational by adapting to temperature
rises. We confirmed similarities between the agents’ migra-
tion and the actual Monarchs’ migration.
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ABSTRACT
Plan recognition, cognitive workload estimation and human
assistance have been extensively studied in the AI and hu-
man factors communities, but have seldom been integrated
and evaluated as complete systems. In this paper, we de-
velop an assistant agent architecture integrating plan recog-
nition, current and future user information needs, workload
estimation and adaptive information presentation to aid an
emergency response manager in making high quality deci-
sions under time stress, while avoiding cognitive overload.
We describe its main components as well as results for en ex-
periment simulating various possible executions of the emer-
gency response plans used in the real world, comparing re-
action time of an assisted versus an unassisted human.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Human Factors, Management

Keywords
Agent-based system development, Innovative Applications

1. INTRODUCTION
Planning for complex activities often involves consulting

multiple information sources in order to reduce uncertainty
associated with decision making. As humans interleave plan-
ning, execution and re-planning, managing information to
meet the changing requirements becomes a cognitively de-
manding task. Consequently, users who must make time-
critical decisions are cognitively overloaded due not only to
the planning activities but also to the information require-
ments of the planning and re-planning. In this context, we
develop the Anytime Cognition (ANTICO) concept to assist
cognitively overloaded users through an assistant agent.
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Our approach consists of recognizing a user’s plan for fu-
ture activities, allowing the agent to act proactively to help
the user balance her workload over time. ANTICO uses pre-
dicted future plans for proactive information gathering and
subsequent presentation in a suitable form that takes into
consideration a user’s cognitive workload available time.

We transition ANTICO to real-world scenario through a
proof of concept application to assist a disaster response
manager, which must deal with a chemical attack against a
civilian facility in a major city, facing uncertainty through-
out the response. Uncertainty stems primarily in the di-
agnosis and determination of the chemical used, and later
from the various second-order effects. The agent assists the
manager in making decisions under time-pressure, analyz-
ing a stream of information arriving from various localized
sources while keeping track of the big picture in order to
coordinate multiple agencies performing activities around
the affected areas. Information needed for decision making
must be presented in ways that facilitate quick action, as
response managers must make decisions within tight dead-
lines. Our contributions are threefold: first, we extend prior
work on a proactive assistive agent architecture [4]; second,
we deploy it in a concrete application domain; and third,
we provide a simulation-based evaluation highlighting the
circumstances in which gains could be obtained by our ap-
proach. We develop an emergency response scenario based
on the standard disaster scenarios planning document [1],
and present an application of ANTICO using this scenario,
which has been fully implemented. Since potential gains
from using ANTICO are closely associated to the accuracy
of the agent in presenting relevant information, we evaluate
the potential effectiveness of the approach through simula-
tions of the assistance under various success rates for both
intention prediction and information presentation.1

2. AGENT ARCHITECTURE
ANTICO architecture comprises multiple AI components

including probabilistic plan recognition and intelligent in-
formation management, more details of which can be found
in our previous work at [4]. Figure 1 shows a modularized
view of the ANTICO components and how those compo-
nents are interconnected. The rectangles represent the main
components; the third-party components are drawn in dot-

1ANTICO demo video: http://goo.gl/o186E
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ted lines; a problem domain specification is provided as an
input to the system; and the information object is the com-
munication medium representing a user’s information needs.
Here, we specifically focus on the following two desiderata
for the assistant agent. First, the agent must be able to
recognize a user’s activities. Second, the agent’s interaction
with the user must be unobtrusive and adaptive to user cog-
nitive workload. The User Observer module is responsible
for monitoring various parameters indicating a user’s current
activities and her environment. When a change is observed,
the Intent Predictor module analyzes the new observation to
identify the user’s intention and makes predictions for the
user’s future activities according to a workflow model. Sub-
sequently, the Information Gatherer communicates with a
set of information sources to meet the information require-
ments relevant to the predicted future user activities. Con-
currently, the agent maintains an estimated user cognitive
workload based on observed temporal parameters in order
to determine the appropriate level of detail in presentation.

3. EVALUATION
To demonstrate the applicability of the ANTICO approach

to the real world, we developed a scenario [3] based on
the National Planning Scenarios created by the Department
of Homeland Security (DHS)[1].2In real disaster scenarios
within the United States, emergency management is con-
ducted by following an Emergency Operations Plan (EOP),
and major urban centers in the US have them available to
disaster managers. Intuitively, if the agent correctly infers
the user’s current intention and presents the right informa-
tion in summarized form, a human user should see gains in
terms of reaction time. Otherwise, if the agent displays in-
correct information, a user must refer to the EOP document
and suffer the time penalty of reading the irrelevant infor-
mation. Given the difficulty in obtaining access to trained
emergency management personnel, we have devised a simu-
lation of a user managing an emergency scenario to evaluate
the potential effectiveness of the ANTICO concept under
various hypothetical error rates by the agent. The simula-
tion consists of random walks through the workflow, follow-
ing its transition probabilities, while accumulating the time
taken by a human user to read the information needed to
complete the task. Since we consider the amount of infor-
mation actually read by the user during emergency manage-
ment to be the main driver for the time spent carrying out
a task, the main parameters of each step in the simulation

2http://goo.gl/YtQfq
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Figure 2: Simulation analysis

are the best and worst-case scenario for the number of pages
required to be read to complete an activity. Each activity
in the workflow is associated with a particular section (or
chapter) within the EOP document3, and the amount of in-
formation needed at each task varied from none (for tasks
where the emergency manager is expected to know the in-
formation) to six pages. In order to estimate the expected
time spent by a human user reading this information, we
took the standard measures of reading rates obtained from
the human factors literature [2]. Using the resulting times
of our simulations, we calculated the performance ratio be-
tween the agent-assisted and the unaided user. These results
are illustrated in the graph of Figure 2.a, which shows the
various accuracy values along the X axis, as well as the per-
formance ratios (with standard deviation) along the Y axis.
Furthermore, we illustrate in more detail the specific num-
ber of samples associated with each performance ratio in the
histograms of Figure 2.b-2.d for p equal to 0, 0.4 and 1. Bars
to the left side of each histogram show samples in which the
agent led to improved performance. Notice that at p = 0.1
the user’s performance tends to be worse than the unaided
user, but already at p = 0.4, most of the samples indicate
an improvement in user performance.
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1. INTRODUCTION
We have developed a software application for a new,

emerging approach to sustainability reporting, where a
multi-agent system is an integral part of the overall ar-
chitecture. The agent-oriented approach readily achieves
the functionality required for this application, and the
Belief Desire Intention (BDI) agent framework assisted in
clarifying system behaviour across our heterogeneous, cross-
disciplinary research team.

It has recently been suggested that current reporting
practices are failing to capture the full picture of whether
an organisation’s practices are sustainable, e.g. [5, 1, 2].
This is due, in part, to the way economic issues are often
considered independently from environmental and social
issues, and vice versa. Moreover, sustainability reporting is
typically addressed using either locally defined or external,
standardised indicator sets. This forces a choice between
measuring what is most relevant to the organisation, on
the one hand, and what allows for comparability with other
organisations, on the other. There is a need to support
organisations to use a combination of indicators that capture
specific local concerns and indicators which can be used to
communicate and compare the organisation’s performance
externally.

Appears in: Proceedings of the 11th International
Conference on Autonomous Agents and Multiagent Systems
– Innovative Applications Track (AAMAS 2012), Conitzer,
Winikoff, Padgham, and van der Hoek (eds.), 4-8 June 2012, Valencia,
Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Our research group of computer and social scientists has
been developing a software system that aims to facilitate
sustainability reporting in accordance with a new reporting
framework that has recently been proposed to address these
issues [5]. The software needs to support organisations to
combine their own locally defined indicators with global
standards, in a sustainability reporting template, and to
look at their performance holistically. It should do this
in a manner that both adapts to and guides the user.
That is, the application ought to be responsive to end user
preferences as to how to perform tasks and define indicators,
but also proactive with respect to the goals of the underlying
philosophy. For example, the system should allow users to
define their own indicators, guide them to identify a set of
indicators that holistically monitors their performance, and
suggest the use of standard indicators when compatible with
their needs.

The system we are developing currently exists as a
continually evolving prototype (see Figure 1), being trialled
with case study participants for ongoing feedback. The
multi-agent component mediates between an interactive
web interface and an extensible RDF-based data store for
capturing information about sustainability projects, and the
specific indicators used to measure them. Fundamental
properties of the BDI agent paradigm have readily met
our above-mentioned needs: the proactive, goal-oriented
features enable us to easily guide and support the user; and,
the context-sensitive manner in which agents achieve their
goals allows us to build a system that can readily adapt
to specific user needs. Also, the goal-plan framework lends
itself to the easy addition of automated reasoning support,
and allows quick adaptation of the prototype system in
response to case studies.

Furthermore, the BDI framework, and the available design
tools, have facilitated a highly interactive collaboration by
providing an effective structure for communication between
the computer and social scientists in our research team.
We have found that the agent oriented entities of goals,
events, plans and beliefs are sufficiently intuitive and jargon-
free, that it is possible for non-technical team members
to understand and contribute to the agent design much
more directly than we believe could happen using a more
traditional approach.
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2. SYSTEM DESCRIPTION
The system architecture needs to support multiple users

accessing multiple sustainability projects simultaneously via
the web. Though an individual user may be associated
with multiple projects, in a single browser session they can
only be connected to one project. This led us to design
the four main components of our architecture as shown
in Figure 2. Users access the system via any modern
web browser; the Web application running on an Apache
Tomcat web server handles session management (including
authentication), interaction with users via HTTP, sending
and receiving messages to and from the agent system,
and storing and retrieving information in the knowledge
base; the Agent system has a separate instantiation that
manages each project; and the Knowledge base provides
a persistent store for shared knowledge about sustainability
indicator sets as well project-specific knowledge.

3. COMPARISON WITH OTHER SYSTEMS
We conclude by briefly comparing our application with

other sustainability reporting systems, highlighting advan-
tages offered by our use of agent systems.

Numerous commercial vendors have developed systems for
environmental sustainability reporting, such as VERISAE,
Cloudapps, TBL2, IHS and SIMPLIFi. Ecological Footprint
calculators are the most widely used examples of such

software, and can be used by individuals, enterprises, cities
and countries to measure the embodied biocapacity to
sustain production of goods and services [4]. While such
tools are very useful in calculating specific measures, they
are built using specific and inflexible assumptions, and are
generally designed to measure only environmental (not social
or economic) aspects of sustainability.

More closely related to our application is a widely-
used online reporting tool, the MDG Dashboard [3], that
supports visualising different sustainability data sets taken
from the UN MDG indicator database. The MDG allows
other datasets to be used, but requires specialist technical
knowledge to prepare them, and once created, does not allow
for multi-user editing. Our application is similarly holistic
in philosophy to this system, but is far more customisable in
terms of the types and relationships between indicators. It
also differs in allowing multiple indicator sets to be applied
to a single project, and for these to be edited by end users.

Web-based multi-user collaborative environments, such
as wikis, blogs and social networking sites, have become
increasingly popular for documenting and reporting on
projects. Such systems, even where they support structured
data sets (such as semantic wikis), still required consider-
able customisation for the specialised case of sustainability
reporting. Hence, while flexible, they do not offer the guid-
ance necessary for developing complex indicator reporting
structures.

Existing systems support an impressive array of reporting
approaches. However none sufficiently address the chal-
lenges of“bottom-up”sustainability reporting – supporting a
high degree of flexibility without sacrificing context-specific
guidance. While extensive qualitative and quantitative
processes exist in the literature for“bottom-up”reporting, to
date these have not made their way into supporting software.
By using agent systems to provide unobtrusive support
to the process of developing sustainability indicators, our
application facilitates flexible collaboration and structured
guidance in a novel way.
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ABSTRACT
The growing focus on sustainable and environmentally friendly en-
ergy production has resulted in the proliferation of distributed en-
ergy resources (DERs), mainly based on renewable sources like
wind and sunlight. However, their small size and the intermittent
nature of their supply means that such generators cannot easily be
assimilated into the current electricity network (Grid) like conven-
tional generators. Against this background, Virtual Power Plants
are fast emerging as a solution to this problem whereby a large
number of small energy generators may be aggregated together
such that they exhibit the characteristics like a traditional generator
in terms of predictability and robustness. In this work, we propose
a method to promote the formation of such “cooperative” VPPs
(CVPPs) using multi-agent technology. In particular, we design
a payment mechanism that encourages DERs to join CVPPs with
large overall production. Our method is based on strictly proper
scoring rules and elicits accurate probabilistic estimates of energy
production from the CVPPs—and in turn, the member DERs—
which aids in the planning of the supply schedule at the Grid.

We empirically evaluate our approach using the real-world set-
ting of 16 commercial wind farms in the UK, and we show that
our mechanism incentivises real DERs to form CVPPs and, more-
over, it outperforms the current state of the art payment mechanism
developed for this problem.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence ]: Multiagent systems

General Terms
Economics, Experimentation

Keywords
energy and emissions, scoring rules, smart grid
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1. INTRODUCTION
In recent years, a number of strands in intelligent and multiagent
systems research have taken up the challenge of creating smart
and robust electricity supply networks, which can make efficient
use of all available energy resources, thereby reducing dependence
on carbon-intensive conventional generators [4]. One representa-
tive example for this effort is the research performed as part of the
iDEaS project at the University of Southampton [4, 1, 2].

In this work, we consider the problem of integrating number of
distributed energy resources (DERs) into existing electricity grid.
In the last decade,distributed energy resources (DERs)—essentially
small to medium capacity (2kW-2MW) renewable energy generators—
have begun to appear in greater numbers in the network. Though
their deployment could in principle reduce reliance on conventional
power plants significantly, their integration into the Grid is prob-
lematic since the DERs, given their small size, are largely “invis-
ible” to the Grid. This means they cannot readily be taken into
account while planning production schedules, even if their total en-
ergy production represents a significant amount. Even if visible,
the uncertainty and uncontrollability of renewable energy sources
inhibits individual DERs from profitably dealing with the Grid di-
rectly, because they are often unable to meet the set generation tar-
gets. On the other hand, if individual DERs could be aggregated
together to form larger energy generating entities, these entities
would then have the opportunity to become economically sustain-
able by overcoming such invisibility and unreliability problems.
This has led several researchers to propose the creation ofVirtual
Power Plants (VPPs), consisting of large numbers of DERs, which
can be viewed as the virtual equivalents of conventional power sta-
tions. In previous work (Chalkiadakiset al. [1]), we proposed a
pricing mechanism that can be used by the Grid to promote the
creation ofcooperativesof DERs, and constitutes an alternative to
feed-in tariffs. However, in that approach, each CVPP only reports
to the Grid a point (mean) estimates of its production. An alter-
native that is more useful to the Grid is that production estimates
are provided in the form of probability distributions, specifying the
confidenceindividual entities place in their estimates.

In mechanism design literature, scoring rules with specific prop-
erties, have long been used to design payment mechanisms that
incentivise agents to report private probabilistic predictions truth-
fully and to the best of their forecasting abilities [3]. Thus, in this
paper we propose a novel pricing scheme that serves a dual goal:
(i) Incentivising DERs to join forces to form CVPPs, (ii) Incentivis-
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Figure 1: Example accuracy factors generated by using the
scoring rule for different levels of prediction confidence

ing DERs to provide truthful probabilistic estimates of their future
production, given the best information they have available.

2. SCORING RULES-BASED PAYMENTS
In our mechanism, for each half-hourly interval (called a clearing
period in electricity markets), the DERs are asked to report not only
an estimate of their production, but also an expected error, which
reflects how accurate (in percentage terms) they expect their esti-
mates to be. The confidence that an agent places in its own predic-
tions is modeled through the standard deviationσi of its expected
prediction error. Using scoring-rule based payments, the amount
an agent receives from the Grid (or the CVPP if it has joined a
CVPP), depends not only on how accurate the mean prediction at
each clearing periodt is, but also on the confidence the agent (rep-
resenting a DER) reports in its predictions.

To illustrate this concept intuitively, Figure 1 exemplifies a scor-
ing rule-based accuracy factor (which forms a part of our payment
functions) for different values ofσi vs. actual errorei,t, for a clear-
ing periodt. What is interesting to observe here is how this error
varies for different values of the reported standard deviationσi. If
DER i is highly confident in its predictions (reportingσi = 0), the
maximum reward for accuracy can be achieved, but only if the ac-
tual error is also close to 0. However, if the actual relative error is
high, then reporting a higherσi (i.e., less confidence) provides a
better reward.

In our formal analysis, we prove that, in all cases, our payment
functions arestrictly proper. This is a crucial property in this set-
ting, which means that all agents will accurately declare their pri-
vately calculated distributions, reflecting their confidence in their
own forecasts. Without a strictly proper payment mechanism in
place, agents may be untruthful or simply not bother to provide the
most accurate estimates they have available.

3. EXPERIMENTAL STUDY
We study the performance of the proposed pricing functions in a
real-life, renewable electricity generation scenario. Specifically,
we consider the setting of Ecotricity, one of the largest renewable
generation and distribution companies in the UK1. Ecotricity owns
16 wind farms distributed across the UK, with installed nominal
capacities ranging from 0.5 MW to 16 MW. The geographical dis-
tribution of these turbines is shown in Figure 2.
1www.ecotricity.com

Figure 2: Map of Ecotricity farm locations

For our experiments, we collected half-hourly wind speed data
for a 10-week period from 15 February to 30 April 2011. The
data was collected from the websiteuk.weather.com. Both
the actual and predicted wind data for each half hour were collected
using the geographical locations of the 16 wind farms of Ecotric-
ity. These were then converted into power outputs using the power
curve formulas obtained from a large wind turbine manufacturer.

We conducted several sets of experiments, where we studied both
the performance accross the 16 wind farms, and across the predic-
tion horizon (i.e. number of hours in advance the wind prediction
is made). We observe that, for all settings, our pricing functions in-
centivise DERs to join CVPPs, as their profit is always higher in a
cooperative. Comparing the scoring rules-based method to our pre-
vious method [1] (which only requires DERs to declare pointwise
estimates of their productions), we see that agents prefer the scor-
ing rule based scheme. In fact, we found that DERs facing higher
degree of uncertainty (such as those predicting their output with a
longer prediction horizon) stand to benefit the most from the new
mechanism. This is because allowing agents to report the uncer-
tainty in their estimates allows them to avoid being harshly pun-
ished in settings with high uncertainty. Thus, our payment mech-
anism is especially well-suited for settings where predictions may
be prone to large errors, such as wind-based energy generation.
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ABSTRACT
Masdar City in the United Arab Emirates is designed to be
the first modern city powered solely by renewable energy.
However, the stochastic nature of renewable energy genera-
tors has remained a major challenge in their sole and large-
scale deployment. Traditional approaches couple large-scale
storage systems to renewable generators while more recent
approaches also study how emerging technologies such as
electric vehicles and micro-batteries can be used as consumer-
side storage. Future smart grids are however likely to con-
tain both forms of storage. We present a novel model of
joint-storage management that allows both renewable en-
ergy suppliers and consumers to coordinate in a decentral-
ized manner by gradually adopting storage abilities. For
this model, we present a dynamic storage-pricing mechanism
that makes use of the storage information from the renew-
able supplier to generate daily, real-time electricity prices
which are communicated to the consumers.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Economics,Experimentation

Keywords
Energy and emissions, Simulation

1. INTRODUCTION
The growing threat of climate change and the depletion of
non-renewable energy sources have led to the growth of sus-
tainable development projects. In particular, sustainable
urban development has been advocated as one of the factors
in changing the way we produce and use energy. For ex-
ample, urban planning in the future would not only involve
designing buildings that minimize in-house energy use, it

Appears in: Proceedings of the 11th International Confer-
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vative Applications Track (AAMAS 2012), Conitzer, Winikoff,
Padgham, and van der Hoek (eds.), 4-8 June 2012, Valencia, Spain.
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would also have to consider the effects of distributed energy
resources like wind turbines and solar panels on land-use
patterns. Thus, future cities would have to be designed in
ways that are sustainable, attractive and commercially vi-
able. Masdar City1 is built to be a pioneering model for
such future cities and it is currently fully powered by onsite
renewable energy.

Given the above features of the Masdar city grid, there
arises the challenge of balancing supply and demand on a
constant basis. Previously, conventional energy suppliers
ensured the matching of supply and demand by maintain-
ing a generation capacity that was always much higher than
demand. With renewable generation, maintaining excess ca-
pacity does not solve the problem as excess capacity is still
subject to intermittency and cannot be dispatched at will.
To address this challenge, electricity storage devices in the
form of large utility-scale batteries [1] and small domestic
batteries [3, 4] have been proposed for use with renewable
energy generators.

Here, we propose the use of both utility and domestic bat-
teries to form a decentralized energy storage-solution that
can be coupled with renewable generators. Given the de-
centralized nature of the domestic storage and the different
consumption patterns of houses, each storage unit is best
represented as an autonomous agent that aims to maximize
its own preferences. In line with the Abu Dhabi Economic
Vision 2030 of increasing the penetration of renewable en-
ergy, we provide a novel mechanism by which renewable gen-
erators can determine the best price signal to send to their
consumers giving their particular seasonal and daily pat-
terns. This dynamic pricing mechanism improves the sys-
tem efficiency and consumer savings by up to 23% and 35%
respectively. Thus, it outperforms the existing fixed price
mechanism.

2. MODELING THE MASDAR CITY GRID
The city is designed to be powered solely by renewable en-
ergy with a target residential population of about 40,000.
We model the grid using real data as consisting of wind
and solar generators and batteries at the supply end. At
the consumption end, home models which may possess elec-
tricity storage capacity (either batteries or electric vehicles)
are represented by agents that decide their behavior. In
our models, we consider fixed time intervals consisting of

1www.masdarcity.ae
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single days, each divided into a set of half-hourly intervals
I = {1, 2, ..., 48}.

Specifically, the wind speed data was obtained from Mas-
dar City Meteorological station for the period of August
2008 to June 2009. We modeled the stochastic process of
the wind speed with the Weibull probability distribution
[2] and the power outputs of the wind turbine at recorded
speeds for each time interval were then obtained.

For the solar generator, the time data series of the power
output from a test PV panel located at Masdar City PV
contest site was used. The output was recorded every 5
minutes (288 readings per day) for the period of August
2008 to June 2009. The average of the six readings in each
half-hour readings was then obtained for each time interval
i ∈ I.

The utility-scale storage was modeled based on the Sodium
Sulphur (NaS) deep-cycle batteries produced by NGK.2 Our
choice was based on its high power, energy density and ca-
pacity which makes them suitable for utility scale storage.
Each generator and battery model has an associated lev-
elized daily cost. Our objective was to determine the opti-
mal supply configuration that will minimize total daily costs
while ensuring that the demand of the consumers are fully
met.

Finally, we built our consumer model upon the recent
model for homes equipped with smart meters by Vytelingum
et al [5]. Specifically, each agent a ∈ A has a consumption
profile defined as the actual amount of electricity used by
agent a for time interval i during each day and a demand
profile defined as the amount of electricity demanded (pur-
chased) by the agent from the energy supplier for the cor-
responding time interval. In our model we assume that this
consumption profile is fixed but an agent can minimize its
costs by changing its demand profile.

3. THE STORAGE PRICING MECHANISM
The storage pricing mechanism (SPM) uses the availabil-
ity of real-time storage information that is known to the
supplier. For every generation interval, the electricity gen-
erated satisfies the demand of consumers while the excess is
stored in the batteries. Thus the amount of electric charge
in the utility batteries captures the amount of renewable
generation that is available but not being demanded by the
consumers. Using this information, the supplier can then
determine when to decrease its electricity price to encour-
age more demand and also by how much it should decrease
the price and vice versa. Therefore, our mechanism uses the
correlation between the amount of charge (or discharge) and
the excess (or deficit) generation.

The deviation from the previous day’s price ε (in dol-
lars/kWh) is given by the ratio of the cost of the batteries
and the amount of electric energy that is charged into them.
We define the ε at each interval as

ε =
cb × nb∑
i∈I P

ch
i

(1)

where cb is the levellized daily cost of each battery, nb
is the number of batteries installed and P dchi is the power
output from the battery at time i. Thus, the supplier offers
the consumer the incentive of savings in line with how much

2http://www.ngk.co.jp/english/products/power/nas/
index

it also saves when it avoids using storage by reducing the
price by ε. More formally, the price for the following day
pt+1
i is computed as ε less than the retail price of electricity

i.e. pretaili − ε for some i ∈ I, i.e., the time periods when the
amount demanded can be directly satisfied by the supplier
from its generation. At all other times, the electricity is
priced based on the retail price of electricity pretaili .

Given the above, a self-interested agent (with storage abil-
ity) that is interested in minimizing its cost responds by
adapting its storage profile in line with changes in daily elec-
tricity prices. In more detail, the consumer agent adopts
the day-ahead best-response adaptive strategy by [5]. As
opposed to their model however, the agent does not need
to predict the next day’s price for each time slot as this is
given by the supplier on a day-ahead basis. Via optimiza-
tions, the agent first computes the optimal storage capacity
(maximum energy stored) required for it to minimize its cost
and then it obtains the daily storage profile of energy.3

4. RESULTS IN BRIEF
We simulated the performance of the mechanism based on
the Masdar City model and evaluated it in terms of the sys-
tem efficiency and consumer benefits. The results showed
that unlike the fixed pricing mechanism (currently in use in
UAE) which achieves a system efficiency of 74%, the stor-
age pricing mechanism achieved a system efficiency of up to
97.4% with all consumers having storage devices and smart
meters installed in their homes. Moreover, the consumers
with storage devices were able to make an average savings
on their electricity bills of 35% when all the consumers are
equipped with storage devices.
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3We used IBM ILOG CPLEX 12.2 to implement and solve
the optimization problem
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ABSTRACT 
The usage of multi-agent systems for manufacturing control 
seems to be sharply contrasted by classical mathematical control 
theory.  This work emphasizes how views from both scientific  
fields  can be combined  to  create  the  flexible  and optimal 
manufacturing control systems of tomorrow. 

Categories and Subject Descriptors 
J.7 [Computer-aided Engineering]:  Computer-aided man- 
ufacturing 

General Terms 
Performance, Design, Theory, Algorithms, Experimentation 

Keywords 
Multi-agent systems, manufacturing  control, optimization, 
layered control system. 

1. INTRODUCTION 
The manufacturing industry in the western world is un- 
dergoing a paradigm shift from mass production to more 
specialized, customized production.  In addition, the industry is 
experiencing increasingly diverse and volatile demands from the 
market [3]. The traditional control systems in the 
manufacturing industry are typically centralized and mono- 
lithic  in structure  [2].  Multi-agent  manufacturing  control is 
proposed  as a new way of dealing with  these challenges. Such 
control systems is said to have characteristics such as flexibility, 
agility and modularization which current rigid hierarchical 
control systems does not have. Some examples of such 
architectures can be found in [1]. 

 
In the  field of control  theory  the  notion  of an agent  is not 
very frequently used.  However, multi-agent systems (MAS) is an 
architecture which is decentralized in nature, and as such it 
puts restrictions on the possible control algorithms which can be 
implemented. It is well known that the interconnection of 
locally optimal  objectives  does not necessarily  give a globally 

optimal  objective.   As  an example,  if  the  agents  are greedy 
non-cooperative  game theory  states  that  the  total  system will 
converge to a Nash equilibrium which need not be the same  as 
the  globally best solution  [4].  Rawlings  and Stuart  [6] show 
that  a network  of optimal  controllers  can be suboptimal  and 
in fact  also  unstable  if not  special  care is taken. 
 
If measuring  the  performance of a control  system with some 
objective function J (to be maximized), at an instant T a 
centralized control structure, Jc, may be more optimal than a 
decentralized one, Jdc, such that Jc (T ) ≥ Jdc (T ).  If the 
centralized structure implements some globally optimal 
solution, the difference Jc (T )−Jdc (T ) is said to be a optimality 
gap [5]. 
 
When considering a production plant, it may have thousands of 
measurements and control loops.  The issue of plantwide control 
considers control system design with  emphasis on the structure 
of the overall plant [7]. It is in the realm of plantwide control 
that the justification for the usage of MAS is  found.  MAS 
are architectures that implicates a decentralized control ap- 
proach for plantwide control that aims to provide the system 
with  a degree of robustness to  variances.  These variances can 
often be divided into operational variances, like rate of 
throughput,  or external  variances, like  marked conditions. That 
is, the system should be able to function under the full range of 
operating conditions,  internal and external, with- out the need 
for reconfiguration.  The multi-agent community thus often 
empathizes that decentralized decision making can make a control 
system more flexible when compared to a fully integrated 
(centralized) implementation. 
 
Although there may be a centralized control structure available 
that is specialized for the operating conditions today, it may be 
more beneficial to implement a decentralized structure that can 
also cope with the uncertainty of tomorrow  with  minimal need 
for expensive and time  consuming reconfigurations.  That is, 
over time the integral of the objective function may be larger 
for the decentralized control structure  because it can handle 
larger  variety  of operating conditions, such that  
Jdc (t)dt   ≥ 

 
Jc (t)dt. The idea is illustrated in Figure 1. 
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Figure 1. Optimality over time. 

 
The multi-agent publications mentioned in the first paragraph 
all give excellent  qualitative  arguments for the  use of MAS in 
manufacturing that follows in the lines of these arguments.  
More mathematical control oriented literature, on the other 
hand, often emphasize the optimality gap and thus argues the 
usage of centralized control structures.   A simple  idea is  that  
both the  optimality  gap and the difference in accumulated  
difference  in objective  functions should be weighted, thus giving 
a good balance between optimality now and flexibility later. 
It seems  to  be of vital  importance  to  explore  how one can 
achieve such a balance.  As most traditional control systems are 
hierarchical,  examining  a layered  approach to multi-agent  
control  can provide  a more smooth transition into new multi-
agent control systems. 

2. CONTROL SYSTEM LAYERING 
We consider a manufacturing plant where two control problems are 
to make production and distribution schedules at minimal cost.  
Two non-layered setups are proposed in addition to a layered 
setup for control of this plant. 

 
Figure 2. Multi-agent control  with  scheduling. 

 

• Single node: The production and distribution schedule 
are applied directly to the simulator.  The production 
system tries to follow this schedule strictly even in the 
event of disturbances. 

 
• Multi-agent control  without scheduling: A MAS 

produces and delivers  orders without  any scheduling 
layer. The orders are produced and delivered in a first- 
come-first-served fashion. 

 
• Multi-agent control with  scheduling:  The schedule 

is fed into the MAS, as shown in Figure 2. Under normal 
operating conditions, the MAS follows the schedule 
strictly.  However, in the event of disturbances, typically 
local interactions of agents algorithms will cause the 
system to deviate from the schedule. 
 

Simulations are being done on a computer software impleme 
nted as shown in Figure 3. Preliminary results show that a 
proposed MAS can cope with variances in a more flexible way 
than pure centralized control.  Layering the MAS with a central 
node also improves coordination and reduces the optimality gap. 

 
Figure 3. A layered control approach. 

3. CONCLUSIONS 
Many manufacturing control systems are hierarchical, and 
developing  layered  multi-agent  control  systems would  provide  
the  opportunity  for a more smooth  transition  in im- 
plementation that can utilize the systems already in place. 
More work should also be done investigating possible perfor- 
mance benefits with such layered approaches,  as simulation results 
show it can in fact improve system performance when compared to 
pure multi-agent control. 
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ABSTRACT
An important aspect of e-democracy is consultation, in which
policy proposals are presented and feedback from citizens is
received and assimilated so that these proposals can be re-
fined and made more acceptable to the citizens affected by
them. We present an innovative web-based application that
uses recent developments in multi-agent systems (MAS) to
provide intelligent support for opinion gathering, eliciting a
structured critique within a highly usable system.

Categories and Subject Descriptors
I.2.11 Multi Agent Systems

General Terms
Experimentation; Human Factors; Theory.

Keywords
e-Government and e-Democracy; argumentation.

1. INTRODUCTION
Current web technologies are fuelling an increase in the

desire of members of the public to participate in democratic
debate and decision making, and are also enabling govern-
ments to provide opportunities for them to do so. However,
many issues arise when one considers how to analyse, eval-
uate and respond to the volume of data gathered.

From a developer’s point of view, a key consideration in
designing and building online tools for opinion gathering is
the trade-off between the amount of structure provided by
the tool and its ease of learning and use. Since the target au-
dience is the general public, participation must be fostered
by making the interactive system as straightforward to use
as possible. If, however, the responses are to be meaning-
fully analysed in terms of their content, then considerable
structure needs to be imposed on the data.

Clear separation of distinct issues is one problem with un-
structured systems. A second important difficulty concerns
how to assess and evaluate competing opinions; placing the

Appears in: Proceedings of the 11th International Confer-
ence on Autonomous Agents and Multiagent Systems – Inno-
vative Applications Track (AAMAS 2012), Conitzer, Winikoff,
Padgham, and van der Hoek (eds.), 4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

requirement on the user to provide arguments that are sound
and coherent yields no guarantee this will be accomplished.
Forming coherent and well-expressed arguments is a rare
skill, and people, including the highly educated, find it hard
even to organise their thoughts into premises and a conclu-
sion that follows validly from these premises. If, addition-
ally, the arguments need to conform to, and be annotated
with respect to, a structure requiring some minimum knowl-
edge of argumentation theory, the difficulties are multiplied.

Thus, there is a clear need for online opinion gathering
tools to be grounded on some solid semantic foundation
whilst retaining their usability. To achieve this, we look
to multi-agent systems, and in particular how the reasoning
of the agents in a system can be support by a computa-
tional model of argument. In the next section we pinpoint
three key developments from this field that can provide the
backbone of support for a tool for online opinion gathering.

2. MAS ARGUMENTATION FOR POLICY
The first important development is computational mod-

elling of argument [3], which has become increasingly impor-
tant as a sub-field of AI in general and MAS in particular.
From [3] we take the key notion that evaluating the status
of an argument takes place in the context of an argumen-
tation framework (AF), containing arguments in an attack
relation, and where the status of an argument is relative to a
set of arguments that either attack or defend it. Subsequent
research on AFs has included methods for distinguishing be-
tween successful and unsuccessful attacks. The defeat rela-
tion is replaced by an attack relation, and then a preference
relation on arguments is used to remove unsuccessful attacks
leaving only successful attacks (i.e. defeats), so inducing
a standard AF. Several kinds of preference have been sug-
gested: we use an ordering on the social values promoted or
demoted by acceptance of an argument which yields Value-
based Argumentation Frameworks (VAFs) [2].

A second important development involves Argumentation
Schemes, a notion imported from the study of argument
in Informal Logic and Critical Thinking, but now widely
used in MAS. Their importance from our perspective is that
such schemes provide us with guidance on how to construct
and how to attack arguments. The argumentation scheme
mainly used in our tool for opinion gathering is the Practical
Reasoning (PR) scheme for justifying the choice of an action
as developed in [1]: PR: In the current circumstances (R),
action ac should be performed, since this will bring about a
new set of circumstances (S) in which a goal (g) is realised.
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Realising g is desirable because it promotes a social value
(v).

The third development is the study of the interaction be-
tween independent agents and how this interaction can be
managed so that the system as a whole operates in as har-
monious and effective a manner as possible. One semantical
basis for modelling agents and their interactions, used in [1],
is a transition system based on joint actions between agents
(Action-based Alternating Transition System (AATS)).

We claim that these theoretical developments taken from
agent-based studies of computational argumentation can sup-
port our opinion gathering task in the following ways:

• Modelling the Domain. The need to underpin the en-
terprise with an AATS determines the components that
we need and structures the task of identifying them.

• Producing Arguments. Instantiations of the Argumen-
tation Scheme now give us arguments that can justify
various actions in the situation as modelled and vari-
ous attacks on these arguments.

• Selecting an Argument. The arguments can now be or-
ganised into an Argumentation Framework (in partic-
ular a VAF). Choosing the best argument from those
available requires us to make factual and preference
assumptions, which can be modelled using agents.

• Receiving Feedback The chosen argument, and various
possible ways of attacking it, can now be offered to the
public as simple questions in a web-based survey tool.

• Evaluating Feedback Given the precise attacks that
various people wish to make, and the relative num-
bers who wish to make the different attacks, we can
record these in the agent system and so reconsider the
factual and value assumptions in the light of what is
believed and desired by the citizenry.

We focus especially on critiques about a particular pro-
posal. Having constructed our AATS model, and generated
a set of arguments and the objections to them, we evaluate
the resulting VAF in accordance with our value preferences
to choose a particular policy and justification. That argu-
ment can now be presented to the public for feedback using
the web-based tool. We solicit feedback on the model, both
disagreements and omissions, the assumptions made, and
the ordering of values chosen. After an initial statement
of the selected argument, participants who disagree are led
through a series of screens to identify the particular points
at which they disagree or want further justification.

• Screen 1 invites the participant to agree or disagree
with the proposed the circumstances. If there is dis-
agreement, supporting evidence is presented. If the
participant remains unconvinced, the argument for the
circumstance can be critiqued.

• Screen 2 offers the participant the selected policy ac-
tion, which can be accepted or critiqued. Alternative
actions can be selected by the participant. It can be
justified why alternative actions were rejected.

• Screen 3 asks whether participants agree or disagree
with the proposed consequences of the action. Dis-
agreement will lead to a justifying argument, and par-
ticipants will either accept this and continue or be led
through a critique of this further argument.

• Screen 4 inquires whether the user agrees that the pol-
icy action promotes or demotes the value as specified
in the original argument, e.g. raising taxes promotes
equality. If the user disagrees, a justification is given.

3. DISCUSSION
Our opinion gathering tool brings improvements from a

functional and a software engineering perspective. The im-
provements are the result of using the underlying AATS and
the supporting agent system it enables. The tool is a signif-
icant advance on current systems [4] and an innovative and
effective use of MAS techniques.

We have outlined a web-based application that deploys
state of the art argumentation techniques taken from agent-
based research to provide computational support for a par-
ticular stage of the policy making process - the production
of a White Paper to solicit public feedback on a broadly
expressed proposal. We shift the effort away from the con-
struction of arguments to justify the proposal and the anal-
ysis of free form responses, and instead move to a precise
and formal understanding of the problem and its relevant
aspects. From this analysis, a model can then be created,
from which arguments can be generated automatically and
into which responses can be assimilated. The interactivity
offered by the web is exploited by enabling the exact points
of objection to be pinpointed so that disagreement can be
specifically addressed by improved justifications, by modifi-
cations to the assumptions, or even by changes to the policy.
The application illustrates how the full potential of the web
and agent systems is achieved, not by supporting existing
paper-based procedures, and so perpetuating the flaws in
those processes, but rather by rethinking those procedures
so that the opportunities offered can be grasped.
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ABSTRACT
The near-future penetration of plug-in electric vehicles (PEV)
is expected to be large enough to have a significant impact
on the power grid. If PEVs were allowed to charge simul-
taneously at the maximum power rate, the distribution grid
would face serious problems of stability. Therefore, mech-
anisms are needed to coordinate the charging processes of
PEVs. In this paper, we propose an allocation policy in-
spired by lottery scheduling that aims at balancing fair-
ness and selfishness, providing preferential treatment to the
PEVs that have a high valuation of the electricity, while
guaranteeing a non-zero share of the available power to all
the PEVs to ensure fairness.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents, multiagent systems

General Terms
Algorithms, Experimentation

Keywords
Lottery scheduling, resource allocation, smart grids, plug-in
electric vehicles

1. INTRODUCTION
Plug-in electric vehicles (PEVs) are expected to heavily pen-
etrate the automotive market around the world. Thus the
power grid could be greatly affected by the use of PEVs.
Depending on when (and also where) the PEVs are plugged
in, they could cause serious reliability problems to the local
grid [1], since historically it has not been designed for that
kind of intensive loads.
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(TIN2009-13839-C03-02)

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

In this paper we present an allocation policy inspired by
lottery scheduling that allows multiple PEVs to charge si-
multaneously at different charging rate.

2. ALLOCATION POLICY
We use a model of a local distribution grid composed of a
substation and several charging spots. The substation con-
verts the voltage from medium to low and feeds the charging
spots where PEVs can be plugged in.

Due to the physical limitation of the distribution grid, a
substation is able to provide a certain amount P of power
(in kW) to the set of charging spots V. The task of the
substation agent is therefore allocating the available power
P among the plugged PEVs by setting an appropriate power
supply ωi for each charging spot so as

P
i∈V ωi ≤ P .

The substation allocates the available power P using a
policy inspired by lottery scheduling, a randomised resource
allocation mechanism that has been developed for operat-
ing systems [2]. Since in our problem the resource to be
granted (i.e., the available power P ) is infinitely divisible,
the outcome of the allocation is not a single winner, but
the determination of a share of the disputed resource, pro-
portional to the number of tickets, to be granted to each
participant.

Let g be the amount of base commodity owned by each
PEV, x the amount of tickets issued by a PEV, and r the
exchange rate that determines the worth of one ticket in
terms of the base commodity (x = r · g). To be eligible
for receiving a share ωi of the available power P , a PEV
reports the amount of tickets issued by the PEV itself. As
in lottery scheduling [2], the power supply that is provided
to a charging spot with a plugged PEV is proportional to
the worth of the amount of tickets issued by the PEV. This
worth is given by x/r. The computation of the power supply
is carried out according to Eq. 1.

ωi =

xi
ri
· ζiX

j∈V

xj
rj
· ζj
· P (1)

Although the amount of issued tickets x is set by the PEV,
the exchange rate r is set by the agent that controls the
substation, which is built by the distribution grid operator.
By delaying the update of the exchange rate r towards the
“true” exchange rate x/g, the PEV is given the possibility of
reporting an inflated amount of tickets. In this way, a PEV
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(a) Daily gain (b) Inequality measure

Figure 1: Experimental results

may try to increase its share ωi by inflating the worth of its
tickets so as x/r > g. However, assuming that the PEVs be-
have rationally, all of them would report an inflated amount
of tickets. In this case the outcome of the allocation policy
would be that none of them would actually be able to in-
crease its power supply. This undesired outcome is avoided
if we put a limit to the overall inflation. When more than a
fixed percentage of PEVs report an inflated amount of tick-
ets, the power supply of the inflationary agents is reduced
by the penalisation term ζ.

3. EXPERIMENTAL EVALUATION
The main objective of the evaluation is assessing the differ-
ence, in terms of average utility of PEVs, between our alloca-
tion policy (Lottery) and a uniform policy that equally dis-
tributes the available power P among the PEVs (Uniform).
We refer to this difference with the term daily gain, ex-
pressed in e. A PEV is assumed to have an internal combus-
tion engine that can supply driving force when the battery
is depleted. The PEV’s utility function is defined according
to Eq. 2, where pc is the price of fuel (in e/litre), γc is the
internal combustion engine efficiency (in km/litre), and γe

is the electric efficiency (in km/kWh).

u(b) =
pc

γc
d− pc

γc
(d− bγe) =

pc

γc
γeb (2)

To assess how fair is our allocation policy, we further con-
sider the outcome of another (theoretical) allocation policy
that assigns all the available power P to the PEV with the
highest valuation of one unit of electricity (MaxVal). The
outcome of this policy is the same as that of an incentive-
compatible auction that assigns the disputed resource to the
PEV that submitted the highest bid (i.e., the agent with the
highest valuation).

Fig. 1(a) shows the daily gain in a small neighbourhood,
with 10 to 30 plugged PEVs. A PEV owner may gain from
10 to 40 cents of e per day, depending on the number of
PEVs that compete for the available power P . In a year,
this gain can account for more than 140 e. Due to the fact
that different PEVs have different valuations of one unit of
electricity, a uniform allocation does not reward those agents
that value electricity the most. Our allocation policy instead
enables the agents with higher valuations to increase their

share of the available power P .
Even though the allocation policy meets the selfishness of

the PEV owners, it also enforces fairness. To assess the in-
equality of the evaluated policies we compute the standard
deviation of the utility that the PEVs obtain at the end of
charging. Fig. 1(b) shows the inequality measure of the three
allocation mechanisms. As expected, Uniform is the fairest
policy that ensures the allocations with the smallest stan-
dard deviation. MaxVal is the most unfair policy, since the
available power P is always allocated to the PEV with the
highest valuation, at the expense of the PEVs that, albeit
with a lower valuation, still have energy needs. Lottery falls
in between and tends to approach Uniform when the number
of PEVs in the system grows.

4. CONCLUSIONS
In this paper we put forward an allocation policy inspired by
lottery scheduling to automatically coordinate the simulta-
neous charging of several PEVs. We demonstrated how our
allocation policy is capable of balancing fairness and selfish-
ness: it provides preferential treatment to those PEVs that
value the electricity the most (they can report an inflated
amount of lottery tickets so as to increase their share of the
available power P ), while guaranteeing a non-zero share of P
to all the PEVs. The experimental evaluation showed that
our allocation policy always ensures a utility gain compared
to a straightforward uniform allocation, with gains that can
reach up to 140 e per year in some scenarios. Furthermore,
it reduces inequality with respect to a hypothetical alloca-
tion policy that fully assigns the disputed resource to the
PEV with the highest valuation.
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ABSTRACT
Agents that interact in complex social situations need to
take the social context in consideration in order to perform
believably. We argue that social identity is an important
factor; therefore, agents should incorporate social identity
theory in their behaviour, which implies the ability to cat-
egorize others (and themselves) into social groups. In ad-
dition, social situations often present social dilemmas with
expected rational choices. Social identity may influence the
agent to deviate from the rational choice. However, in some
situations the rational choice may be the expected, and be-
lievable, behaviour. In fact, we argue that finding the dy-
namics between the social bias induced by social identity and
the rational motivation is one of the challenges of building
believable agents. In all this, anticipation takes an impor-
tant role, as it is important to understand the others to cope
well with a social situation.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems—
Human Factors; I.2.0 [Artificial Intelligence]: General—
Cognitive Simulation

General Terms
Human Factors, Design, Theory
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1. INTRODUCTION
Performing in complex social situations is a challenge for

intelligent autonomous agents. To perform well agents need
to be socially aware and get a good understanding of the
social context, as it defines their context of action and in-
teraction. A social situation implies the presence of other
agents and is influenced by the characteristics of the society
where the agents are situated; this includes its norms and
values, the common interests and goals, its members and its
social structure.

One particular aspect is that, in fact, any complex society
is fragmented in different social groups, each with its own in-
terests, values, structure and identity. Our research stresses
the importance of this aspect to the creation of agents, in
particular, the relevance of the social identity in the process
of decision making. We believe that this is especially impor-
tant if the aim is to build natural intelligence and believable
(e.g. human-like) behaviour.

Social identity is part of an individual’s perception of a
social situation. It is the identity ascribed with basis on the
perception of membership of social groups and the attach-
ment to that membership [7]. It implies the categorization of
the agents (including the self) in terms of the belongingness
to social groups. Thus, apart from all individual character-
istics that build a personal identity each agent should have
a social identity comprised of all social groups they belong
to.

Social identity often leads to a social bias in decision-
making, especially in situations where it is more salient (e.g.
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in the presence of other relevant social groups). People are
inclined to favour other people with similar identities (e.g.
belonging to the same social groups) or blame people of dif-
ferent social identities for the problems in a group.

This social bias influences the collaboration attitudes of
the agents and the way they deal with their social commit-
ments. For example, it is easier to break commitments to
cooperate with others of distinct social identities [3, 5].

This can be extended to team commitments. Social iden-
tity will influence the decision of agents when considering
following their own interests or commit (or keep the com-
mitment) to their team goals. For example, imagine a team
of 4 elements with 2 distinct identities: 3 elements with a so-
cial identity A (e.g. New Yorkers) and 1 of the elements with
a social identity B (e.g. Californian). When confronted with
the possibility to break the team commitment the element
with the social identity B will more likely do it.

Our goal is to build agents that are able to behave be-
lievably in teams with human members. Animation studios
such as Disney and Studio Ghibli have long created arti-
ficial characters that are able to portrait an illusion of life
[8]. Nonetheless, the creation of synthetic characters able to,
autonomously, generate behaviour perceived as believable is
still an open research problem. Mainly due to the inherent
multidisciplinary nature of believability, several definitions
have been proposed since the seminal definition by Bates
[1], and different aspects for achieving believable behaviour
have been researched over the years.

One aspect is that agents should be coherent and meet
users’ social expectations in order to be believable, since
they are perceived as social actors [6]. We argue that social
identities are part of those expectations, because people will
ascribe them to agents in situations where different social
groups are present. Hence, agents should exhibit human-
like behaviour that aligns with the findings of social identity
in social psychology.

In turn, social situations often present social dilemmas
(e.g. Prisoners’ Dilemma). Social dilemmas are interesting
simulation scenarios of agents because they represent para-
doxes of individual rationality. Individual rationality is a
central postulate of game theory and states that an agent
acts rationality if it maximizes its expected payoff when it
selects a given strategy. In social dilemmas the collective
pursuit of collective rationality can lead to a Pareto sub-
optimal outcome, one for which there is another alternative
outcome in which no agents would be worse off and at least
one agent would be better off [2].

We propose that to be believable agents should take into
account individual rationality and social bias in their de-
cision making. The challenge is achieving a good balance
between the two, especially, when they lead to different de-
cisions. For example, agents may be influenced by the social
bias and behave irrationally from an individual perspective
but never if that leads to their demise.

Furthermore, we would like to stress that in order to be
believable in social situations and social dilemmas agents
need the ability to anticipate and take others in considera-
tion. This is a crucial point for achieving any kind of social
intelligence [4]. In our case it is important, as stated be-
fore, to identity the social identities of others in order to
implement the social bias. But, in addition to that, it is im-
portant to establish beliefs about the personality, intentions,
plans and strategies of others; these will support predictions

of behaviour of others that allow agents to adapt their own
behaviour and cope better with the social situation.

As a summary, agents should have the ability to take into
account social identity, anticipate others and behave ratio-
nally in order to perform as expected in complex social sit-
uations, with different social groups, and be perceived as
believable.

2. CONCLUDING REMARKS
With this paper we want to raise awareness for the fact

that Social Identity is central to social behaviour. It has
great impact in a wide range of fields and settings, such as
prejudice, stereotyping, cooperation and competition, among
several other interesting group phenomena. As such we be-
lieve that Social Identity theory not only should be consid-
ered but is also of great importance for the creation of agents
with believable behaviour. So in order to achieve believable
social situated agents that interact in complex social situa-
tions with humans and other agents, agents should not only
take in consideration themselves and others as a set of indi-
viduals but also as group members with shared interests, val-
ues and goals. In addition, we believe that social dilemmas
present interesting social situations in which agents’ believ-
ability may be studied. In these situations, achieving a good
balance between rational choice and bias of socio-emotional
nature can be crucial to achieve believable behaviour.
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ABSTRACT
In human conversation, verbal and nonverbal behaviors are
coordinated by the interlocutors on the fly. To participate in
this, artificial conversational agents must be able to create,
adopt, and adjust behaviors flexibly and autonomously. We
present a novel approach to learning behavioral patterns
online, Ordered Means Models (OMMs), that meets the
demands of dynamic behavior coordination in interaction.
We describe how OMMs enable the virtual agent VINCE to
engage in playing Rock-Papers-Scissors games, in which he
learns, adapts to, and recognizes every human opponent’s
gestures on-the-fly such that he becomes unbeatable after
only a few rounds. An evaluation study demonstrating this
is presented.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms

Keywords
Ordered Means Models, Vince, Anytime Classification

1. INTRODUCTION
When interacting with one another, humans rely on a va-

riety of expressive behaviors including words, gestures, facial
expressions, or gaze. Being able to interact with others thus
requires to perceive, recognize, and interpret such behaviors,
as well as to generate and employ them purposefully to fulfill
communicative intentions. To act autonomously in commu-
nication settings hence implies a number of requirements
for virtual conversational agents: (1) fast and on-the-fly
recognition, i.e. the ability to create first hypotheses even
from partial, ongoing observation; (2) online learning and
adaptation, i.e. the ability to learn a behavior from few pre-
sentations, and to adjust learned models incrementally to
further observations of this behavior; (3) reproduction and
generation, i.e. the ability to perform a learned or adapted
behavior, e.g., to align to an observed behavior [2, 3, 4, 5].
In this paper we present an approach to endow interactive
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(a) rock (b) paper (c) scissors (d) lizard (e) spock

Figure 1: Screenshots of VINCE performing the
learned OMM prototypes for the five classes.

virtual agents with these abilities for the case of hand-arm
gestures. The basic idea is to treat gestures as multivariate
time series, e.g. location coordinates of body parts that evolve
over time, and to develop a machine learning approach that
meets these critical requirements of on-the-fly recognition
capabilities, online adaptability, and reproduction capabilities.

2. ORDERED MEANS MODELS
We use a novel approach to on-the-fly classification of time

series, which we refer to as Ordered Means Models (OMMs).
OMMs are generative probabilistic state space models that
emit a sequence of observation vectors out of K fully con-
nected, hidden states. Thereby, and as opposed to HMMs,
OMMs do not include any transition probabilities between
states, leading to a simple model architecture. The network
of model states follows a left-to-right topology, i.e. OMMs
only allow any transition to states with equal or higher in-
dices as compared to the current state. The emissions of
each state are modeled as probability distributions and are
assumed to be Gaussian. The standard deviation parameter
is identical for all states and is used as a global hyperpa-
rameter. In order to estimate particular model parameters
from a set of observations we maximize the complete data
log-likelihood by means of an EM-algorithm with respect
to the mean vectors. The process of parameter estimation
as well as the computation of production likelihood can be
achieved efficiently by dynamic programming. This dynamic
programming scheme also allows an on-the-fly and incre-
mental evaluation of time series, i.e., sample-by-sample as
they are observed. To use OMMs for classification, i.e. to
assign a new gesture trajectory to one of J classes, we assume
that J class-specific models have been estimated before from
the available data. An unknown gesture then is assigned to
the class associated with the model that yields the highest
production likelihood of all models.

Given the above-mentioned model architecture, an OMM
is completely defined by an ordered sequence of reference vec-
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(a) Change of recognition
accuracies of OMMon-the-fly

and NNDTW classifiers dur-
ing observation of gestures.

(b) Likelihoods of class-
related OMMon-the-fly

models during observation of
a spock gesture.

tors, i.e. the expectation values of the emission distributions.
Since these values are elements of the same data space as the
observed data examples, the series of reference vectors is fully
interpretable and reproducible as a time series prototype.

3. SCENARIO & EVALUATION
In order to evaluate the proposed approach, we realized

an extended version of the rock-paper-scissors game for a
human player and the virtual agent VINCE [1], adding two
extra gestures to the game, a “lizard” and a “spock” gesture:
rock-paper-scissors-lizard-spock (RPSLS). In our setup, a
Microsoft KinectTM sensor captures the scene in 3D, in which
we extract a human skeleton for a present user by means
of the OpenNI1 library. The agent does an initial counting
phase to sync with the player, but instead of performing
a pre-chosen gesture, VINCE tries to recognize as rapidly
as possible the gesture of the human player and then to
perform a corresponding winning gesture. For recognizing
the gestures, VINCE uses an OMMon-the-fly-based classifier
which returns a classification decision if the likelihood ratio
between the most-likely and the second-most-likely OMM
exceeded a value of 2 or, latest, 310ms after “Beau!”. In
result, the user gets the impression that VINCE presents his
gesture without noticeable delay.

After each trial, the user has to name the gesture she
just performed. Using this information, the agent learns
and adapts to the particular user-specific way of performing
the RPSLS-gestures. The game begins with an unlearned
classifier and, thus, the human or the agent will win by
chance. The classifier is then re-trained after each turn
from all data collected so far. Hence, Vince’s abilities to
predict the gestures of the player improve rapidly during the
course of the game. Further, VINCE uses the learned OMM
prototypes to generate gestures during the game himself,
thus reproducing the observed behaviors and coordinating
with the user. Before a model is available, i.e. before the user
presented a gesture to VINCE, we use pre-recorded gesture
trajectories.

We conducted an evaluation study with 11 participants
who played the game with VINCE until either player reaches
a score of 20. We collected a data set containing 439 gestures
in five classes and recorded the wrist positions of both arms as
location coordinates relative to the user’s body center for later
analysis. Figure 2(a) gives the results of the comparison of
the recognition accuracies achieved with OMMon-the-fly and
Nearest-Neighbor with dynamic time warping distance mea-
sure (NNDTW) classifiers in online classification. As can
be seen, recognition accuracy of both classifiers increases
with each additional sample available. For complete gesture
performances, NNDTW classifiers reach a slightly higher ac-
curacy of ≈ 0.84 in contrast to a recognition rate of ≈ 0.82

1http://www.openni.org

for OMMon-the-fly classifiers. However, for partial gesture
performances, OMMon-the-fly classifiers yield up to ≈ 10%
(on average ≈ 5%) higher recognition rates. This indicates
that OMMon-the-fly classifiers are well suited for on-the-fly
recognition of behavior patterns. Figure 2(b) shows how
the production likelihoods of the OMMon-the-fly models for
the five different gestures evolve during observation of an
example spock gesture. After ≈ 600ms (approximately on
”Beau!”) the model related to class spock stably stays on a
likelihood level of ≈ 10−13 while the likelihood associated
with the other models decreases to a minimum of ≈ 10−79. In
this case, a recognition of this particular gesture performance
is possible ≈ 600ms after the gesture performance begins,
i.e. in synchronization with the gesture presentation. The
learning curves show that, at the first turn with unlearned
nor adapted OMMs, VINCE is almost completely unable to
recognize a gesture the human player performs (recognition
accuracy of ≈ 0%). Over the first 10-15 rounds, the recogni-
tion rate increases up to an average of ≈ 85% demonstrating
the rapid learning ability of the used OMMon-the-fly classifiers.
In total, VINCE managed to win all 11 games with a lead of
at least 3 points.

4. CONCLUSIONS
We have proposed Ordered Means Models as a specific

kind of probabilistic state-based model that can provide rapid
learning, efficient processing, on-the-fly classification, and
prototype reproduction. The results from the Rock-Paper-
Scissors game scenario demonstrate that OMMs can meet in
fact the before-mentioned requirements for fast interpersonal
behavior adaptation and coordination. Future work will test
how OMMs perform when confronted with natural, more
variable communicative gestures and will use OMMs for
hierarchical clustering of behavioral patterns.
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ABSTRACT
Psychology, robotic and virtual agents communities commonly
claim that to enable natural interaction to take place within dyad
of agents, the dyad must be the siege of dynamical coupling: to
give to their partners a feeling of natural interaction, interactants
be human, robotic or virtual, must be able to make the dynamic
of their behaviour emerge both from their own internal states and
from their partner’s behaviours. However, most virtual agents en-
gines for interactions model communication as a step by stepphe-
nomenon, where pre-scripted signals and corresponding feedbacks
alternate. We propose here an agent architecture which generates
non-verbal behaviours in live, influenced by both the internal state
of the agent and the continuously incoming reaction of its partner.
This architecture enables an agent facing either another agent or a
human, to emphasise shared behaviours (calledSnowball effect), to
decrease un-shared behaviours as well as to align dynamically with
its partner’s behaviour.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems

General Terms
Theory

Keywords
Human-robot/agent interaction, Peer to peer coordination, Emer-
gent behavior, Modeling the dynamics of MAS, Agent commit-
ments

1. MODEL PRINCIPLES
During a dyadic interaction, partners’ behaviours are influenced

by both their internal state and the continuously incoming reac-
tions of their partner. When a behaviour is triggered (a smile, a
head-nod) how its dynamics will develop through time is not de-
fined ahead of time: decay, emphasis or complete change of the
behaviour will depend on the course of the interaction, influenced
by the live partner’s reactions.

In virtual agent systems, such a dynamical coupling capability is
still lacking even though it is necessary for the occurrenceof natural
interactions [9]. Implementing coupling capabilities require to deal
with dynamic adaptation of agent animation in real-time [3,4, 6].
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The model of live generation of interactive non-verbal be-
haviours that we propose, is implemented in a Neural Network
(NN) simulator (Leto/Prometheus (developed in the ETIS lab. by
Gaussier et al. [2])) interfaced with a virtual agent engine(the lis-
tener agent Greta and its backchannels engine proposed by Bevac-
qua and Pelachaud [1] and implemented in the SEMAINE platform
for Sensitive Artificial Listners (SAL) [8]).

We propose here an agent architecture which generates non-
verbal behaviours (head movements and multimodal sequential ex-
pressions)on the fly, influenced by both the internal state of the
agent and the continuously incoming reaction of its partner. The
resulting behaviour of a dyad of agents having such an architecture
is asnowball effecton shared behaviours (when coupling occurs),
a decay of not-shared behaviours (when coupling is disrupted), the
ability for the two agents involved in the interaction to evaluate
their partners engagement by detectingsnowball effects.

Our model relies on the three properties of every natural com-
munication described bellow:

P1 - Interaction feedbacks modify the course of actions on
the fly. If the feedbacks from interaction partner are not fast enough
regarding the action length, coupling and synchrony cannotoccur
between partners [6]. In our architecture, the agent which performs
the action can have feedbacks concerning this action while s/he
is performing the action: the action is commonly built by agent’s
intentions and partner’s feedbacks.

P2 - Perception-Action mapping. There is a natural/structural
tendency to imitate the other and to better perceive the other when
s/he imitates you.
This mapping has two components: first a default mirror mapping;
second a mapping between different actions (cf.backchannels[3]).

P3 - Action are built as interpolated sequences of basic el-
ements. Niewiadomski et al. [5] indicates that to be able to con-
vey subtle emotional states, Multimodal Sequential Expressions are
needed.

Action

Action

Space

Space
Space

Space

Perception

Perception

Agent1
α<1

N1 N2 Nn

Agent2’s perceptions are Agent1’s actions

Agent2

β<1

M1 M2 Mm

Agent1’s perceptions are Agent2’s actions

Figure 1: Scheme of the interactive loop within the dyad.
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A Snowball Effecton shared actions and a decrease of non-
shared actions result from P1 and P2 (see Fig.1 for a principle
scheme of a dyad of agents implementing P1 and P2).

2. SNOWBALL EFFECT
We assume here and model the fact that during dialogue, se-

quences of emotional signals (P3) are induced by the coupling and
the mutual reinforcement occurring between agents (P1 and P2).
Let us consider the example of polite vs friendly smile: if you smile
politely to somebody who smiles back at you but more friendly,
without interruption, your smile could evolve in a friendlysmile as
well (see Fig.2).

t

cheeks raise
open mouth

smile

activation

contingent
actions actions

non-contingent

Snowball Effect:

polite smile

friendly smile

(a)

no smile polite smile transition smile friendly smile

(b)

Figure 2: Snowball effect of shared actions. (a) Example of
dynamics which would be obtained for smile depending on
agents’action contingency. Solid line is for Agent1’s activa-
tion of smile, dotted line is for Agent2’s (b) Politeness smile to
amusement smile transition on one of the two agents: frames
are generated on the fly.

We model P3 enabling agents to recruit a sequence of basic fa-
cial signalson the fly, depending on the emphasize of their own
actions induced by P1 and P2: in our example when facial signals
corresponding to apolite smileare emphasized enough, new sig-
nals, corresponding tofriendly smileare triggered.
The sequence of emotional signals is not pre-defined but is mainly
induced by the mutual reinforcement between agents: the mutual
reinforcement occurring when agents perform contingent actions,
leads to a specific shared sequence of actions(see Fig.2(a)).

Fig.2(b) shows what the animation from polite to amusement
smile looks like with our architecture for live generation of be-
haviour: the frames are computedon the fly, they are structurally
building a single continuous behaviour.

3. CONCLUSION
The resulting behaviour of a dyad of agents having such an ar-

chitecture (i.e. implementing of the three properties P1, interaction
feedbacks modify the course of actionson the fly; P2, perception-
action mapping; P3, action are built as sequences of basic elements)
is a snowball effecton shared behaviours and a decrease of non-
shared behaviours: perception directly influences action;actions
last long enough to enable several perceptions to influence them.

This behaviour of the dyad has a direct impact on the interac-
tants’ sensitivity to their rapport:snowball effectoccurs only if in-

teractants share a common state and if they are both aware of each
other (cross-perception). That makes the occurrence of thesnow-
ball effect a marker of the dyadic state and particularly of partners
contingency [7]. To know if whether or not they have an effective
interaction, agents can directly observe their own sequential ex-
pressions dynamics: novelty and complex sequences is equivalent
to high coupling and exchange between partners.

At short term, our aim is to test this architecture between anagent
and a human. Snowball effect would be enabled giving to interac-
tants a cue of their level of contingency.

Demos of thesnowball effectobtained with our architecture an
be seen on:
http://www.tsi.telecom-paristech.fr/mm/?p=778.
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ABSTRACT
In this paper we present a model for realizing believable
human-like interaction between virtual agents situated cog-
nitively in a MAS on one side while embodied in a virtual
environment within a game engine on the other side. A mid-
dleware approach is taken to facilitate such agents in com-
munication, hereby making a tradeoff between efficiency and
believability while taking into account the real-time require-
ments of games and simulations.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent Agents, Multiagent Systems
; I.6.3 [Simulation and Modeling]: Applications

General Terms
Design, Human Factors

Keywords
Agent Communication, Intelligent Virtual Agents

1. INTRODUCTION
The use of agent technology in the form of multi-agent

systems (MASs) seems a good fit to realize the cognitive
and decision-making aspects of an Intelligent Virtual Agent
(IVA). One of the problems one faces when applying a MAS
to control the behavior of virtual characters is how to deal
with agent communication in the MAS. Unlike in typical
MASs where agents communicate using standard protocols
(e.g. FIPA) and mediums (e.g. TCP/IP), agents now be-
come embodied in a real-time virtual environment where
they have to resort to the expression and perception of com-
municative behavior through their embodiment in order to
interact in a human-like manner.

In current 3D video games or virtual worlds, human-like
interaction between virtual characters has hardly been em-
ployed. When it is, it is often realized during so-called cut
scenes or in specific situations that are known to occur by
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design. Since the dialog acts and the context in which the
interaction takes place are fully known beforehand, realiza-
tion can be crafted in detail at design time. Now when
we turn to agent technology to design autonomous, goal-
directed agents controlling virtual characters, the context
in which they might communicate cannot be known before-
hand. Hence, communication should be realized dynami-
cally at runtime.

2. CONCEPTUAL GAP
Using MAS technology to control human-like characters

with communicative abilities, one has to bridge the inher-
ent conceptual gap between typical agent communication in
MASs and human-like communication realized in a virtual
environment. This introduces several design issues:

• Agents become embodied and have to resort to the ex-
pression and perception of multimodal behaviors. The
choice and interpretation of these behaviors may de-
pend on a certain context (e.g. an agent’s identity, its
affective state or its beliefs about interlocutors and the
social situation).

• Agents become situated in a real-time virtual environ-
ment and have to deal with the durative nature of the
expression and perception of communicative intents
(e.g. monitoring, ability to interrupt, and awareness
and interpretation of perceived behavior). Addition-
ally, believable perception should be enforced based on
an agent’s sensory capabilities and environment physics.

Besides these issues, additional aspects related to natu-
ral human-like communication should be considered. E.g.
(1) other types of functions besides the common commu-
nicative acts typical in agent communication (e.g. meta-
conversational, deictic or affective functions), (2) more flexi-
ble interaction protocols to simulate natural human-like con-
versations (e.g. [2]) and (3) the ability to perform listening
behaviors and provide backchannel feedback.

3. A MIDDLEWARE APPROACH
We present a model for human-like communication to fill

the conceptual gap between agent communication in a MAS
on one side and its realization in a virtual environment on
the other side, covering the mind-body interface between
an agent and its embodiment. The model is illustrated in
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Figure 1: Virtual Agent Communication Model

figure 1 and is designed to tackle the issues described above
in an efficient way without loosing believability.

First, the upper part of the model is responsible for realiz-
ing a communicative intent generated by a speaker agent us-
ing multimodal behavior expressions (similar to the SAIBA
framework [1]). Second, the lower part of the model deals
with the perception of communicative intents by addressee
agents (or overhearers), based on the observation of mul-
timodal behavior expressions. These perception stages can
be computationally heavy processes and contribute to de-
sign complexity: behavior recognition would require obser-
vations over time to recognize communicative signals like
speech (e.g. stream of sound waves) or gestures (e.g. mo-
tion of bones). Intent recognition could be seen as a pattern
matching problem to match a set of communicative signals
to an intent. Although resulting in a fully autonomous pro-
cess for the perception of communicative intents, we believe
this approach is not very practical to implement and is overly
complex for use in real-time games.

As an alternative, we propose a design approach employ-
ing a middleware layer to facilitate communication between
agents. It allows agents to (1) perceive communicative ac-
tions and intents without the need to interpret them from
sensory information, (2) be notified about the successful
recognition of an intent by a receiver agent and (3) perform
internal MAS communication (eliminating behavior genera-
tion and perception states).

To clarify the communication process within our model,
figure 2 illustrates the successful communication of a sin-
gle communicative intent, realized using multimodal behav-
ior consisting of two actions. To compare, a typical MAS
communication using a direct transportation medium (e.g.
FIPA) would be represented merely by line 1 and 10 in the
example. Our model proposes an extension to cover the
more complex medium that would be required for virtual
agents, including (1) the cognitive abilities of agents to ex-
press and interpret intents, (2) their physical abilities to ex-
press and perceive communicative behavior and (3) a trans-
portation medium represented by a virtual environment.

4. CONCLUSION
The proposed design approach for modeling agent commu-

nication allows virtual agents to communicate their intents
efficiently on the MAS side and realize this in a human-like

Figure 2: Example Communication

manner on the game engine side. Believable perception can
be enforced through a virtual environment simulating a real-
world medium. The primary contribution is the introduc-
tion of a middleware layer to simplify the perception stages
for communicative actions and intents. We belief with this
more practical approach a proper balance between efficiency
and believability can be achieved for agent-based human-like
communication, suitable for real-time games.
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ABSTRACT
An important task for empathic agents is to provide social
support, that is, to help alleviate emotional distress. In this
paper, we select five types of verbal social support (sympa-
thy, compliment, encouragement, advice, and teaching) and
present our implementation in a prototype dialogue agent.

Categories and Subject Descriptors
I.2.1 [Artificial Intelligence]: Applications and Expert
Systems

General Terms
Design, Experimentation

Keywords
Conversational agents, Verbal and non-verbal expression,
Modeling cognition and socio-cultural behavior

1. INTRODUCTION
Social support or comforting refers to communicative at-

tempts to alleviate the emotional distress of another person.
Recent developments in affective computing show that em-
pathic agents are increasingly capable of complex social and
emotional dialogues, but so far they do not have the ability
to comfort users. In our research, we explore how and to
what extent Embodied Conversational Agents (ECAs) can
provide social support.

Recently, we proposed a design for an ECA that tries to
comfort children who are bullied online [5]. Interaction be-
tween the agent and the user takes place in two main stages:
1) Gather information about the current situation, 2) Give
advice on how to deal with the situation. The agent uses
different (verbal and non-verbal) social support strategies.
This paper is focused on the dialogue engine of this agent,
i.e. verbal strategies for social support. The embodiment
and non-verbal behavior of the agent are beyond the scope
of this paper.
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2. SOCIAL SUPPORT
The verbal social support actions presented in this pa-

per are based a typology of social support in online settings
[1]. This typology is relevant for the agent, because online
communication is mostly textual and does not depend on
additional communication channels (such as non-verbal be-
havior and auditory information). The five main support
categories are [1]:

• Information support (messages that convey instruc-
tions),

• Tangible assistance (offers to take concrete, physical
action in support of the recipient),

• Network support (messages that appear to broaden the
recipient’s social network),

• Esteem support (messages that validate the recipient’s
self-concept, importance, competence, and rights as a
person), and

• Emotional support (attempts by the sender to express
empathy, support the emotional expressions of the re-
cipient, or reciprocate emotion)

Each category breaks down into multiple subtypes. Five
subtypes that frequently occurred in counseling conversa-
tions by chat [3] were selected to be implemented; that is
sympathy, compliment, encouragement, advice and teach-
ing. Table 1 lists descriptions and examples of these support
types.

3. THE AGENT
A prototype of the social support dialogue agent was im-

plemented in GOAL, a high level agent programming lan-
guage [4]. The agent’s reasoning engine is modeled accord-
ing to the Belief-Desire-Intention (BDI) paradigm [2]. This
means the agent has beliefs (e.g., about what advice to give
in which situations), goals (e.g., to give social support), and
plans (e.g., to gather information about the upsetting sit-
uation and to give advice after all relevant information is
gathered).

The agent and the user communicate through natural lan-
guage text messages. Given the complexity of interpreting
and generating natural language, in the current system, text
interpretation and generation have not been implemented.
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Support type Description Example
Sympathy Express feelings

of compassion or
concern

How awful that
you are being bul-
lied!

Encouragement Provide recipient
with hope and
confidence

I know you can do
it!

Compliment Positive assess-
ments of the
recipient and his
or her abilities

Good of you to
have told your
parents!

Advice Suggestions for
coping with a
problem

Perhaps you
should tell your
parents.

Teaching Factual or techni-
cal information

You can block a
contact by click-
ing the ‘block’
button.

Table 1: The types of social support implemented
in the dialogue agent.

Instead, we use logical representations of the contents of ut-
terances (speech acts), for example an utterance such as I’m
being cyberbullied! is represented by send(agent, inform,

incident(type, cyberbullying)).
The agent’s knowledge is stored in its belief bases. The

agent has beliefs regarding the domain (e.g., what questions
to ask the user and what advice to give in different situa-
tions), social support (e.g., when to give which type of social
support), and conversation management (e.g., how to open
and close conversations). The contents of the speech acts
(and thus of the conversation) are defined by the contents
of the belief base.

In the reasoning engine, beliefs are combined to select
speech acts the agent will utter.

4. SPECIFICATION OF SUPPORT TYPES
To illustrate the implementation of the social support

types, we explain how sympathy was implemented. The
information gathering phase of the conversation consists of
a recurring pattern of the agent asking a question, the user
answering that question, and the agent acknowledging the
answer. An acknowledgement is either neutral (e.g., Okay)
or sympathetic. The agent only expresses sympathy if it
follows from his beliefs sympathy is applicable, otherwise it
plays safe by staying neutral. The following example shows
how sympathetic acknowledgement works:

Agent: Can you tell me what happened?
User: Someone is calling me names on msn

The user’s utterance causes addition of the following in-

cident facts to the agent’s belief base:

incident(type_cb, name_calling).

incident(method_cb, msn).

Based on the following rule in the belief base:

sympathetic_acknowl(type_cb, name_calling) :-

incident(type_cb, name_calling).

the agent responds sympathetically to the user:

Agent: That’s awful! (sympathy)

Absence of the sympathetic_acknowl rule would have re-
sulted in a neutral acknowledgement of the user’s input:

Agent: I see (acknowledgment)

The other support types have been implemented in a simi-
lar manner. Like sympathy, compliment and encouragement
occur in response to the answers the user gives to questions
of the agent. Advice and teaching are uttered pro-actively,
after the agent gathered sufficient information (this depends
on domain knowledge). For advice that requires an expla-
nation, the agent optionally teaches the user how to execute
the advice. After giving advice, the agent waits for confir-
mation from the user. Once the user has confirmed, it moves
on to the next piece of advice, or closes the conversation.

5. CONCLUSION
In this paper, we presented five verbal social support types:

sympathy, compliment, encouragement, advice, and teach-
ing; and implemented them a BDI dialogue agent. Sym-
pathy, compliment and encouragement are always given in
response to user input. Advice and teaching are offered pro-
actively. Whether the agent performs a social support ac-
tion depends on its beliefs, which, in turn, are determined
by domain knowledge.

For future work, we plan to implement more types of sup-
port from Braithwaite’s typology. In particular empathy
is important in supportive communication. To appear em-
pathic, the agent needs the capability to reason about emo-
tions. Therefore, an emotional module will be added to the
agent.
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ABSTRACT
In this paper, we present an agent-based annotation model
for narrative media. This model borrows from agent theo-
ries to describe the behavior of characters in stories, with
the long-term goal of building annotated resources for the
evaluation, design and editing of virtual agents.

Categories and Subject Descriptors
J.5 [ARTS AND HUMANITIES]; I.2.m [ARTIFICIAL
INTELLIGENCE]: Miscellaneous; I.2.1 [ARTIFICIAL
INTELLIGENCE]: Knowledge Representation Formalisms
and Methods

General Terms
Management, Theory, Human Factors

Keywords
Computational models of story, BDI model, Semantic anno-
tation

1. INTRODUCTION
Stories contain a huge repository of engaging behaviors,

designed by authors with originality and creativity. Dra-
matic stories in particular are a source of well tested connec-
tions between goals and actions, due to the need of creating
motivated behaviors. In fact, a character’s action is believ-
able only if rooted in a deliberative and emotional process
[4, 5].

In this paper, we present an agent-based annotation model
for narrative media, designed with the goal of building an-
notated resources for the specification, design and evalua-
tion of virtual agents. In the perspective of interoperability
with agent systems, the annotation model borrows from the
basics of the BDI agent model, and integrates them with
emotions and values [2, 7] The model and the related an-
notation system are part of the Cadmos (Character-based
Annotation of Dramatic Media ObjectS) project.1

1Funded by Regione Piemonte, Poli di Innovazione, POR-
FESR 2007-2013.

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

2. ENCODING CHARACTERS IN STORIES
The annotation of stories relies on the basic assumption

that a narrative media object, be it a screenplay text or a
video fragment, can be segmented into narratively meaning-
ful units, and that these units can be semantically annotated
for subsequent retrieval and reuse. The annotated units,
then, can be searched and navigated based on a formal de-
scription of the characters’ behavior: what actions they do
and why.

Drama, a “cultural object” developed along two millen-
nia, is based upon the Aristotelian notion of action (drama
as “imitation of praxis”), where emotional characters engage
in conflicts that necessarily arise from their deliberative pro-
cesses [3]. The characters’ motivations are mainly rooted in
their moral values, put at stake by the dramatic premise of
stories [9].

The top level of the ontology consists of five main classes
(see Figure 1: Unit, Entity, Dynamics, Relation and De-

scriptionTemplates). Unit is the core of the annotation,
since it models the discretization of the story into fragments,
that bring about some relevant change in the story world
through unintentional events or characters’ actions, and are
actualized in some media object (text, video, etc.). Units
can have different granularity, so that, along with a hori-
zontal organization of units into sequences, a vertical orga-
nization of the units in a hierarchical structure can emerge
in stories. When goals are in conflict, the unit becomes a
DramaUnit. The Dynamics of drama encompasses the occur-
rence of incidents (Action and Event calsses) and the states
(State class) that result from them. States occur both in the
story world and in the mental states of the characters. Char-
acters’ motivations and emotional states are modeled by the
MentalState class, further subdivided in Belief, Goal, Emo-
tion and Value. The Goal class is further specialized into
goal types to account for the goal taxonomy described by [8].
The Relation class encompasses the structural relationships
among units (StructuralRelation class) and the qualities
of agents and objects in a specific Unit (DramaRelationType
class). Finally, the DescriptionTemplates class establishes
the connection of the representation of incidents with some
external representation of processes in some reference ontol-
ogy and in some natural language lexicon.

In Figure 2 we illustrate the use of the annotation model
by resorting to a well-known example, the Aeschylus’ The
Suppliants. In this tragedy, the Danais’ daughters flee to
Argo and implore King Pelasgus for shelter, so as to be free
from the obligation to marry Aegyptus’ sons. The Danais
are modeled here a collective subject (through the Agent
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Figure 1: The ontology of story and character.

Figure 2: The annotation of the dramatic situation
realized in Aeschylus’ The Suppliants.

class). Their goal is a perform goal (PerformGoal1) and its
content is described as the act of “supplicating” (through the
ProcessSchema class). The content of both goals (included
Aegypt’s achievement goal that the Danais’ daughters marry
his sons, AchievementGoal1) has been described by using
FrameNet: for each frame, its FrameElements are employed
to assign Roles the participants to the action. This example
also shows how the proposed annotation model permits to
model complex goals and actions by providing a recursive
schema: the goal of the Suppliants’ action is that another
character, Pelasgus, assumes the goal to shelter them.

The conceptualization of the actions, events and entities
involved in units relies on the YAGOSUMO project [6]; their
description relies on FrameNet [1].

3. CONCLUSIONS
In this paper, we have proposed the annotation of stories

with the behavior of characters as a means to gather a large

knowledge base for the validation, specification and testing
of virtual agents. The annotation relies on computational
ontologies, to allow reasoning over processes and to limit
the arbitrariness of the annotation terms.

Future work includes the testing of the annotation model
on a larger corpus of narrative works, belonging to different
genre and media types.
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ABSTRACT
We describe a BDI (Belief, Desire, Intention) approach and
architecture for a conversational virtual companion embod-
ied as a child’s Toy. Our aim is to support both structured
conversation-based activities (e.g., story-telling, collabora-
tive games) as well as more free-flowing, engaging dialogue
with variation and some unpredictability. We argue that a
goal-oriented approach to the agent’s conversational capa-
bilities provides these competing capabilities.

Keywords
BDI architecture, Dialogue management, Conversational agent

1. OVERVIEW
We propose a BDI architecture as shown in Figure 1 for

a conversational agent that supports both task-oriented di-
alogue as well as “chatty” conversations. The BDI agent
model has been used successfully in a range of applications
requiring a mix of reactive behaviour and goal-directed rea-
soning, and its design model supports different means for
achieving a goal depending on context and other factors [3].
The BDI framework thus allows the conversational agent to
select different strategies for satisfying a conversational goal
where a conversational goal may involve playing a collab-
orative game such as a role-play, satisfying a request from
the user such as an information request, or simply convers-
ing with the user about a pertinent topic. BDI agent-based
approaches to dialogue management have been previously
proposed [2]. However, these have typically been for task-
oriented conversations where the outcome was to support
the user in performing a given task (e.g., accessing email).
A significant novelty of our use of the BDI approach is to
provide multiple plans to satisfy a given goal (e.g., chat,
engage in a shared role-play), and to support variation in
the way that goal is then achieved including enforcing varia-
tion in the agent’s contributions to the conversation. When
interacting with the child, the Toy suggests possible Conver-
sational Activities such as a cooking game, a story, a quiz,
etc. These activities are represented as goal-plan structures,
which are a set of plan templates in the Toy’s Plan Li-

brary. These plans are used to guide the different aspects
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of the activity and the selection of fragments for the Toy to
utter in pursuit of that activity. More importantly, the spe-
cific utterances are not part of the activity structure. The
plans can provide contextual information which is then used
by the Conversation Manager to select the appropriate out-
puts from the Fragment Library. The goal-plan tree which
is induced by the Plan Library gives a structure that is es-
sentially an AND/OR tree. This provides a large number
of possible executions within a relatively compact structure
[3]. It is this which we exploit to achieve the desired vari-
ability, while retaining a coherent, goal-oriented dialogue.
In Figure 2, we show a partial goal-plan tree for a particu-

Figure 2: Example activity: Cooking role play

lar activity in the Toy, namely, a cooking role-play activity.
The top-level goal has a single plan which guides the struc-
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ture of the activity. It is possible to have different plans to
choose from at the top level to provide more variety. This
plan has a sequential set of subgoals, each of which has a
set of plans to choose from, and so on. We see that the
first goal is DoIntro which is a goal which carries informa-
tion about the current activity (Cooking) and triggers a plan
in the Conversation Manager to select a suitable introduc-
tory fragment for this activity, and prepend it to the next
system output (i.e., it is not a fragment with any expected
response). Following this is a choice of plans, one of which
will be selected in any given conversation. It will then do a
number of things such as decide how many interactions to
have in this subgoal. Importantly, it will provide some addi-
tional keyphrases to be added to the ongoing collection from
the dialogue history to assist in fragment selection. It ini-
tiates an Interact goal which results in the Conversation

Manager determining an output fragment and analysing the
user response, which is then provided back to the plan in
the form of keyphrases and a response category. Assuming
the response is accepted, when the plan has completed its
interactions, it decides (based on the keywords collected)
what food it believes is going to be prepared and the activ-
ity progresses onto the next subgoal CookProcess, which is
managed in a similar way. Activity suspension, resumption
and abortion, which are the responsibility of the Activity

Manager, are not discussed here due to space constraints.

2. EXAMPLE AND DISCUSSIONS
Figure 3 shows an example interaction with the Toy that

demonstrates a number of the features discussed in the pre-
vious sections. We highlight the features of this interaction
here. Items 2 to 12 are mainly about the dynamic building
of context for fragment selection. Item 13 shows an exam-
ple of activity selection based on relatedness. Items 13 to
15 illustrates several interactions guided by the goal-plan
activity structure. Item 16 is a specific user request which
results in the suspension of the current activity. Items 23 to
24 shows the resumption of the suspended activity together
with a transition fragment. A brief suspension and resump-
tion is shown in Items 27 to 29. Finally, an activity finishes
and a new activity is selected in Item 35.

We performed an initial evaluation of the Toy involving
nine human users with a total of 229 system utterances (25
on average) and 162 user inputs (18 on average). The users
are asked to rate each of the Toy’s responses on a Likert
scale of 0 (i.e., very odd response) to 4 (i.e., very sensible re-
sponse). The ratings of the majority of the utterances tend
towards level 3 (i.e., sensible) with a standard deviation be-
tween 0.71 to 1.12. At the end of each 10-minute interaction,
the users were asked to rate on two 5-point Likert scales, one
on overall coherence (very scattered versus very coherent),
and the other regarding variability (too repetitive to good
variation). 7 out of the 9 ratings were on level 3 for rea-
sonable variation, with one rating each at levels 2 and 4.
However, 4 out of the 9 participants selected level 2 (i.e.
scattered) for overall coherence. The results were promising
even though the coverage of the Knowledge Base is currently
limited. Our analysis of the evaluation data suggests we
could expect increase in overall user satisfaction by improv-
ing input processing, extending the amount of content, and
improving the coherence measure for new-topic selection.

Our future work includes extending the capabilities listed
above together with evaluating the system in the context of

01: USER: hi.
02: SYSM: hello. what have you been doing?
03: USER: i just had chocolate.
04: SYSM: do you like chocolate?
05: USER: i love chocolate.
06: SYSM: i love it too. i wish i could eat it

for breakfast...
07: USER: chocolate for breakfast? yucks!
08: SYSM: what do you eat for breakfast instead

of chocolate?
09: USER: toast.
10: SYSM: what do you like to eat on your toast.
11: USER: ice cream.
12: SYSM: yum yum! delicious.
13: SYSM: do you want to make some ice cream?
14: USER: yeah.
15: SYSM: do you have the recipe with you?
16: USER: can you please tell me a story?
17: SYSM: sure. susie the ice cream moose was...
...
23: SYSM: that’s the end of the story.
24: SYSM: let’s continue with our cooking. so, do

you have the recipe with you?
25: USER: no.
26: SYSM: you’ll need milk and chocolate.
27: USER: where does chocolate come from?
28: SYSM: chocolate comes from cacao trees.
29: SYSM: let’s continue with our cooking, do you

need to get out a saucepan or something?
...
34: USER: it’s done!
35: SYSM: yum yum! your ice cream is ready.
36: SYSM: now, let’s talk about zoo, ok?
37: USER: i like visiting the zoo.
38: SYSM: do you go to the zoo often?
...

Figure 3: An example execution trace.

noisy automated speech recognition. We have been mining
social forums to automatically extend our Knowledge Base

[4]. More relevant to the goal-oriented approach, we are
developing a model of proactive engagement , whereby the
conversational agent actively monitors user engagement [1]
and applies conversational strategies to increase engagement
within the current or a new activity.
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ABSTRACT
Recent studies show that punishment plays a crucial role in
favoring and maintaining social order. However, very little
attention has been paid so far to the potential of distributed
punishment. In this work we put forward the hypothesis
that distributed punishment is more effective than individ-
ual punishment, because is more persuasive in conveying
messages of peer condemnation and of shared norm defense.
We test this hypothesis by presenting results from labora-
tory experiments with humans and virtual agents and from
simulations solely with agents.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Experimentation

Keywords
Incentives for Cooperation, Normative systems, Social sim-
ulation, Modeling cognition and socio-cultural behavior

1. INTRODUCTION
Theoretical and laboratory studies indicate that coopera-

tion and the maintenance of social order typically requires a
punishment threat, as the temptation to cheat, free-ride and
violate norms is always strong for autonomous agents [4, 5].

With few exceptions [3], punishment has been usually
modeled as (a) a material damage, i.e. a cost inflicted to
the target, by (b) a single agent, that (c) sustains alone
all the costs of the punishing action (including those conse-
quent to possible retaliations) [2]. On the contrary, ethno-
graphic evidence shows that punishment is often distributed,
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i.e. performed by many, which share the costs of acting, and
includes gossip and other forms of explicit or implicit com-
munication. In this work, we focus on the potential of dis-
tributed punishment in promoting compliant conduct. With
distributed punishment we refer to the practice that occurs
when a number n of agents, where n > 1, inflicts the target
a material damage, such that each punisher sustains a share
of the punishment cost. In particular, we suggest that when
distributed, punishment works as a norm-signalling tool and
we put forward the hypothesis that distributed punishment
may boost cooperation more than individual one because it
is more effective in expressing cooperation norms, as it is
more likely to be interpreted as a sanction (for an analysis
of the differences between punishment and sanction [6]).

We present cross-methodological evidence supporting our
hypothesis: a laboratory experiment with human subjects
where we compare the respective effects of individual versus
distributed punishment; and an agent-based simulation that
allowed us to properly explore the power of “moral suasion”
of distributed versus individual punishment

To test the viability of distributed punishment in achiev-
ing and maintaining cooperation, we conducted a laboratory
experiment reproducing a social dilemma situation. In par-
ticular, participants (divided in groups of 4) played a public
goods game in which they had to decide whether to invest
or not their private endowment in a group fund. Payoffs are
such that it is individually rational to abstain from invest-
ing in the group fund, yet the pro-social group best strategy
would be investing in the group fund because this yields a
bonus. After having decided whether to contribute or not to
the group fund, participants have the possibility to punish.
What is special to our set-up is that each group of 4 was
composed of one human subject and three confederate vir-
tual players. Human subjects were not informed of the fact
that they were playing with confederate virtual players. The
reason for putting each human subject in a group with three
confederate virtual players is to be able to observe humans
in a completely controlled situation.

The experiment consists of four treatments, which differ
with respect to the number of the punishing subjects: (1)
no punishment, (2) the subject is punished by one peer,
(3) the subject is punished by two peers, (4) the subject
is punished by three peers. The material damage imposed
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(b) EMIL-I-A Cooperation Rates
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Figure 1: Laboratory and Simulation Results.

on the punished agent in treatments 2, 3 and 4 is identical
(i.e. it reduces the payoffs of the punished subject to zero)
and the way the experiment has been implemented prevents
the occurrence of reputational effects, as participants can-
not identify one another. Thus, the material and symbolic
incentives imposed in treatments 2, 3 and 4 are the same.

In Figure 1(a), the average cooperation rates obtained in
the four treatments are shown. Only the behavior of human
subjects is plotted. After run 10 the four treatments are
actived and it is possible to observe their relative effects on
the cooperation level. In the no punishment condition, the
cooperation level rapidly collapses. On the contrary, in the
three punishing treatments the cooperation level increases
with respect to the first 10 rounds and is higher than the one
obtained in the no punishment treatment. It is interesting
to notice that being punished by three group members (i.e.
3 punishers treatment) leads to a higher cooperation level
than when they are punished by two or just one subjects.

As the same material damage is imposed in all the treat-
ments (except for the 0 Punishment Treatment one), we hy-
pothesize that the explanation for the difference on the coop-
eration rates has to be found in additional information that
the punished players receive. We suggest that the higher the
number of punishers, the less likely the observers will inter-
pret their behaviors as dictated by the self-interest and, con-
versely, the more likely they will attribute the punishment to
impersonal, possibly normative and legitimate reasons. In
other words, our hypothesis is that distributed punishment
is more likely to be interpreted as a norm-defending act than
individual punishment, thus conveying a strong normative
message of peer condemnation.

To test this hypothesis, we designed cognitively complex
agents able to interpret as normative the social information
they are exposed to and to include it into their decision-
making. The agent architecture used for such task is EMIL-
I-A [1, 6]. We then replicated the experiment conducted in
the laboratory through agent-based simulation.

It is interesting to notice that the cooperation dynamics
achieved in the simulation experiment with EMIL-I-As (see
Figure 1(b)) are very similar to the ones obtained in the ex-
periment with human subjects (see Figure 1(a)). However,
the difference in the cooperation levels observed in the three
punishment treatments in the laboratory experiment (with
a higher level of cooperation when 3 punishers acted simul-
taneously) is stronger than the one achieved with EMIL-I-A
agents). A possible explanation for this difference is that
humans in addition to be sensitive to the fact that three
punishers acted together, are also influenced by the fact that
is the group as a whole that reacts against his conduct. This

additional information is not taken into account by EMIL-I-
As. Finally, we conducted a simulation experiment in which
the game is played by Reinforcement Learning agents, not
endowed with normative reasoning and driven only by util-
itarian motivations. In Figure 1(c) the cooperation levels
obtained in the 3 punishers treatment by human subjects,
normative agents and Reinforcement Learning agents are
confronted. Data show that Reinforcement Learning agents
obtain cooperation levels similar to humans, confirming that
the utilitarian motivation in humans is very strong, although
the cooperation rates are not as high as the ones obtained
by humans and EMIL-I-As.

In this study, we have provided some experimental ev-
idence to show the viability of distributed punishment in
promoting cooperation. Distributed punishment is shown
to be a powerful tool through which messages of peer con-
demnation and of shared norm defense are conveyed. These
data provide support for the hypothesis that punishment is
effective in regulating people’s behavior not only through the
imposition of a material damage, but also thanks to the nor-
mative information it conveys and the normative requests it
asks people.
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ABSTRACT
In this paper, we present a model for the simulation of affec-
tive behaviour without emotion categories, centered around
the theory of conservation of resources [3]. Each agent can
acquire or protect resources, and behaviour choice depends
on resources state, as well as agent’s needs and preferences.
We also present a first evaluation.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

Keywords
virtual agent, affective behaviour, believability

1. INTRODUCTION
Emotions have been at the core of many psychological

studies for several decades. This topic gave rise to compu-
tational models of emotion, either aiming at the simulation
of lifelike agents, or at the study of psychological processes.
One remaining important issue is the influence of emotions
on behaviour. Most computational models rely on emotion
variables that must be manually parametrized so as to out-
line believable affective responses and behaviours. However,
in the general case, finding the correct number of parame-
ters, their value, and the influence of each one on the general
model is a difficult matter.

In the computational model Affective Reasoner [2], sev-
eral actions, like the somatic responses flush or tremble, are
linked with one emotion label. Actually, the association be-
tween emotion and various behaviours can’t be done easily.
Authors of the OCC model [4] notice that“the same behavior
can result from very different emotions” and “very different
behaviors can result from the same emotion”.

In 1994, R. Pfeifer published an article entitled“The ‘Fun-
gus Eater Approach’ to Emotion” [5], in which he proposes
to view emotion as an emergent phenomenon, that does not
need to be engineered in a computational model. Actually,
from a psychological point of view, emotions can be con-
sidered as interpretations of perceptions [1] instead of being
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entities acting on behaviours. Following Pfeifer’s approach,
we claim that it is possible to design an architecture capa-
ble of producing emotional behaviours (i.e. behaviours that
can be described with emotion terms by a human observer)
without using emotion variables, parameters, dimensions or
categories in the model itself. Pfeifer’s approach was applied
to an environment and agents of “extreme simplicity” (sic),
and was not validated by an evaluation protocol.

In order to apply this approach to virtual agents, we pro-
pose to design an architecture capable of handling various
behaviours, from primary ones to social ones. Our hypothe-
sis is that the theory of “Conservation of Resources” (COR)
by psychologist S.E. Hobfoll [3] offers an interesting lead to
this purpose. The main principle of this theory is that indi-
viduals strive to protect their resources, and to acquire new
ones. The concept of resource refers to many types : social
ones such as self-esteem or caring for others, material ones
such as a car, or physiological ones such as energy. Hence, we
propose an architecture based on this theory, that had not
been computationally formalized nor implemented so far.

2. PROPOSED MODEL

2.1 General Overwiew
Our model is centered around the dynamics of acquisition

and protection of resources. It is based on the following
principles : (a) when an acquired resource is threatened, an
agent tries to protect it; (b) when no acquired resource is
threatened, an agent tries to acquire resources that it desires.

Resources in the environment are associated with protec-
tive and acquisitive behaviours, that agents can realize in
order to defend a threatened resource, or to acquire a new
one. An agent can only perform one behaviour at the same
time. The nature of protective and acquisitive behaviours
depends on the resource type. For example “to talk” lets one
acquire a resource of the “Social Interaction” type, and “to
eat” lets one acquire a resource of the “Energy” type. Each
agent has needs for resource types, and these needs define
the resources desired by the agent. An overview of resource
sets and corresponding behaviours is shown on figure 1.

Each behaviour can have both positive effects (acquisition
or protection) and negative effects (threatening or loss) over
resources. An agent i passing an agent j in a waiting line
to acquire a rank threatens the current rank of j. In turn,
agent j can engage in a protective behaviour in order to
defend its rank, which may result in a resource loss for i.

Each agent has individual preferences over resources which
determine the value of a resource from agent’s point of view.
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This reflects in our model the personality of an agent, and
to some extent its social role. As an example, for an agent
i which is a politician, the “Reputation” type may be pre-
ferred to many other resource types, whereas for an agent j
which is fond of pop music, the “Pop Music Concert” may
be more important. This implies that j can risk to loose its
reputation in passing someone in a waiting line for a pop
music concert, whereas i will not take this risk. A payoff
value is computed automatically for each behaviour accord-
ing to these preferences and to the behaviour’s effects. The
behaviour selection is made according to behaviours pay-
off value, with protective behaviours having precedence over
acquisitive ones.

Example : in the context of a waiting line, we define
the set of acquisitive behaviours for a resource of “Rank”
type B+

Rank = {pass(i, j)}, which contains the behaviour
of an agent i passing an agent j, and the set of protec-
tive behaviours BoRank = {protest(i, j)}, which contains the
behaviour of i protesting against j. For 2 given agents i
and j we define Reputation �i Rank , which means that
i prefers the “Reputation” type to the “Rank” type, and
Rank �j Reputation. Agent i has an acquired resource
that is the second rank in the waiting line and a reputation
resource, and agent j has the third position. An effect of
passing an agent in a waiting line (pass(i, j)) is to loose its
reputation. Hence, agent i will not realize this behaviour,
since “Reputation” is more important for it than “Rank”.
On the contrary, agent j can realize this behaviour because
“Rank” is less important for it than “Reputation”. When
the “Rank” of an agent i is threatened by an agent j, i can
realize the behaviour protest(i, j).

3. EVALUATION
The evaluation conducted aimed at assessing if human

observers can interpret emotions from agents’ behaviours
exhibited by our implemented model, and if they consider
these behaviours as believable. It was our main hypothe-
sis. Our protocol relies on written subjective reports made
by observers watching a simulation video clip. Each par-
ticipant had to respond to a questionnaire about a video
clip submitted on Internet. There were 3 video clips from
a scenario involving a fire (scenario 1), and 4 video clips
from a scenario involving a waiting line (scenario 2). For
scenario 1 two characters, an adult and a baby, were in a
kitchen. A fire started in the room, and the adult could

Figure 2: Left : fire scenario - Right : waiting line
scenario.

realize the behaviours : save the baby, save the bird, and
save the hamburger. For scenario 2 some characters were in
a waiting line, and they had the possibility to wait, to pass
other agents, or to protest against intruders.

According to our results, our main hypothesis was val-
idated. Participants cited numerous emotion labels when
they were explicitely invited to. They also used emotion la-
bels when they were asked to describe and explain agents’
behaviours at the beginning of the questionnaire. However,
the percentage of participants who used emotion labels in
the description remains below 50% per video clip. Partic-
ipants also rated video clips in accordance with our main
hypothesis in terms of believability and emotion interpreta-
tion. There were exceptions for two video clips : one was
conceived in order to be not realistic, but participants rated
it as realistic, and another one was rated as not realistic,
which was not expected. An explanation could be that we
underestimated the believability of agents’ behaviours, and
that the threat over some resources was not well represented
in our simulation display.

4. CONCLUSION AND PERSPECTIVES
We presented an architecture aimed at providing virtual

agents with believable emotional behaviours, which does not
manipulate emotion categories. Our main hypothesis was
that the simulation of such behaviours does not necessar-
ily require an architecture grounded on emotion categories.
Our results, based on the simulation of two different sce-
narii, validated this hypothesis. Therefore, we can rely on
the model presented in this paper for future work on the
simulation of affective behaviours. In particular, we plan
to work on the hierarchy between resource types in agents’
preferences, and to establish a general set of resources which
could be used in every scenario.
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ABSTRACT
In social psychology, emotional contagion describes the widely ob-
served phenomenon of one person’s emotions mimicking surround-
ing people’s emotions [8]. While it has been observed in human-
human interactions, no known studies have examined its existence
in agent-human interactions. As virtual characters make their way
into high-risk, high-impact applications such as psychotherapy and
military training with increasing frequency, the emotional impact
of the agents’ expressions must be accurately understood to avoid
undesirable repercussions.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence–
Intelligent agents

General Terms
Human Factors

Keywords
Virtual Agents, Emotional Contagion, Social Influence

1. INTRODUCTION
Emotional contagion is defined as the tendency to catch the emo-

tions of other people [8]. While initial work focused on document-
ing its existence, recent research has moved to understanding its
impacts on everyday life. In the workplace, researchers have exam-
ined its influence on promoting employee efficiency and client hap-
piness [12]. Research in administrative sciences has shown emo-
tional contagion to improve cooperation, decrease conflict, and in-
crease perceived task performance in groups and organizations [1].
Small et al. have shown substantial impacts on charitable donation
amounts with only a still image [15]. Though its effects are of-
ten felt, in-depth understanding of emotional contagion remains an
open area of research.

A variety of hypotheses regarding factors that influence emo-
tional contagion have been explored in social psychology. A popu-
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lar one examines differences in the strength of emotional contagion
felt by men and women, with many researchers finding that women
are significantly more responsive to emotional contagion than men
[4, 16]. Researchers have also found that contagion increases in
cases where the subject shares the same ethnicity as the stimulus
[4] and when the expression is stronger [18]. Finally, attraction to
the stimulus has been shown to have a positive effect on the conta-
gion experienced by subjects [16].

The vast majority of emotional contagion research, however, has
come from the social sciences and examines the spread of emotions
from humans to other humans. Emotional contagion’s impact in
virtual agents’ interactions with humans, however, is a largely un-
touched area of research. Specifically, while many researchers have
worked to understand immersion, rapport, and influence in other
contexts [7, 9], far fewer have looked into the emotional impact
that the mere presence of virtual character emotions can have on
people. The effects are assumed to either be nonexistent and there-
fore overlooked entirely or to mimic human-human emotional in-
fluences. However, as this work demonstrates, these are both poor
assumptions to make and can be harmful to users in sensitive do-
mains. As virtual agents enter high-risk and emotionally delicate
applications such as virtual psychotherapy [13, 14], for example,
researchers must be cognizant of all potential emotional influences
characters can have on users.

Attempting to confirm the aforementioned social psychology find-
ings in agent-human emotional contagion forms the basis of this
work. Pursuant of this goal, three sets of studies are conducted.
The first study examines the pure contagion case by simply show-
ing subjects a still image of a virtual character with either a happy
expression or a neutral expression and then assessing the subject’s
mood thereafter. The use of a still image as a manipulation follows
from previous studies in emotional contagion [15, 18].

The second study adds the presentation of a game-theoretic situ-
ation known as a Stag Hunt along with the character image to assess
both the contagion the behavioral impact of the virtual character in
a strategic setting. While studies have shown that emotional con-
tagion can impact one’s propensity to trust and enhance perceived
cooperation among other findings [1, 5], there has been far less
work showing behavioral impacts in strategic situations. Although
people may report themselves to be more trusting, for example, this
may not result in any meaningful impact on behavior in a strategic
situation. Thus, we also attempt to examine whether behavioral
impacts arise in strategic situations from agent-human contagion
to better understand its potential impacts in real-world agent appli-
cations. Finally, the third study examines the post-hoc hypothesis
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that the presentation of a decision to the user dampens the emo-
tional contagion effect. Specifically, we present the same strategic
situation as in the second study, but with the decision already made
for the subject. These studies present the first attempt to assess
emotional contagion from virtual characters to human users.

2. BACKGROUND & RELATED WORK
Emotional contagion research in the agents literature falls pri-

marily into three categories: models of emotional contagion, creat-
ing rapport between virtual agents and humans, and the impact of
agent mood expressions on behavior. Models of emotional conta-
gion have been explored in a computational context that focus on
crowd or society simulation. For example, [2, 6, 11] each present
alternative models of emotional contagion in agent crowds, while
[17] proposes a comparison technique to evaluate such models.
This body of work is an attempt to mimic human-human conta-
gion and not an exploration of agent-human contagion which we
seek to understand here.

There also exists a large body of work on the interaction between
virtual agents and humans [3, 7]. The entire area of virtual rapport,
for example, focuses on user opinions of the virtual agents and their
interaction. The primary goal is to create agents that users enjoy,
appreciate, and relate to. Recent work has looked at the impact
of agent expressions in a strategic negotiation setting [3] as well.
However, their work focuses on the behavioral impact of varying
the intent of agent expressions on user behavior without examining
the emotional impact or the mechanism by which the change is
induced. Neither of these works explicitly examine the impact of
virtual character expressions on the emotions of subjects.

In the social sciences, the literature on emotional contagion is far
more expansive. Hatfield et al. [8] popularized the area by com-
piling a plethora of situations in which the phenomenon had been
observed in their work as well as the work of other researchers.
Follow-up research by the co-authors as well as researchers in re-
lated fields such as managerial and occupational sciences [1, 12,
15] continued to detail the effects of the phenomenon in new do-
mains. Recently, there have been works beginning to quantify emo-
tional contagion and explore cross-cultural variations in attributes
that affect emotional contagion [10].

In light of the extensive evidence of emotional contagion’s ef-
fects in human-human interactions, our work extends the under-
standing of this phenomenon into the realm of agent-human inter-
actions. While some studies have been conducted with live people
as the stimulus, a large body of social psychological studies of emo-
tional contagion features an image or video of only a person’s face
as the origin of the contagion [15, 18]. With the rapid improve-
ments in virtual agent facial displays, and the accepted assumption
that the facial display of emotion plays a key role in emotional con-
tagion, we would expect to see a contagion of emotions from an
image of a virtual agent’s face to humans. The intricacies of this
contagion and its differences with human-human contagion are the
subject of this work.
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1. INTRODUCTION
In settings where multiple strategic agents perform actions
that influence each other’s decision-making process, it is of-
ten necessary to accurately predict the behaviour of others in
order to respond appropriately [9]. One option to do so is by
modeling an opponent explicitly, e.g. through dynamic epis-
temic logic [13], Interactive POMDPs [6], multi-agent influ-
ence diagrams [7], or iterated best-response models such as
cognitive hierarchy models [2] and level-n theory [1]. These
models allow for recursive modeling of an opponent, by mod-
eling the opponent as an opponent-modeling agent itself, cre-
ating increasingly complicated models to predict the actions
of increasingly sophisticated opponents.

In humans, the ability to predict the actions of others by
explicitly attributing to them unobservable mental content,
such as beliefs, desires, and intentions, is known as theory of
mind [10] or social cognition. Experiments in which humans
play games show evidence that humans use theory of mind
recursively in their decision-making process [8]. For exam-
ple, when asked to search for a hidden object in one of four
boxes, three of which are labeled ‘A’ and one of them ‘B’,
participants tend to ignore the box labeled ‘B’, using their
nested belief that a hider would believe that a seeker would
consider the most obvious place to search for a hidden ob-
ject to be the box labeled ‘B’ [4]. Whether any non-human
species makes use of theory of mind is a controversial mat-
ter [3, 11], and although recursive opponent modeling could
continue indefinitely, humans only use higher-order theory
of mind (i.e. recursive theory of mind) up to a certain point
[14]. In an evolutionary sense, the costs of using higher or-
ders of theory of mind may outweigh the benefits.
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Agent-based modeling has proven to be a useful research
tool to investigate how behavioural patterns emerge from in-
teractions between individuals. We have used this approach
to investigate the effectiveness of recursive opponent model-
ing in the setting of a specific game called Limited Bidding
[5]. The results in this setting suggest that there may be a
limit to the advantage that can be obtained through recur-
sive opponent modeling, but these limitations may also be
caused by the specific game structure. Here, we apply the
model presented in [5] to rock-paper-scissors (RPS), perhaps
the most transparent non-trivial setting in which the role of
theory of mind can be investigated. In addition to the stan-
dard RPS game, in which ‘rock’ defeats ‘scissors’, ‘scissors’
defeats ‘paper’, and ‘paper’ defeats ‘rock’, we also investi-
gate two variations. Elemental RPS (ERPS) preserves the
structure of RPS with a unique best response to each action,
but confronts agents with a choice out of five available ac-
tions. In rock-paper-scissors-lizard-Spock (RPSLS), agents
choose from five actions as well, but this setting differs from
ERPS in that each action is defeated by two other actions
(e.g. both ‘lizard’ and ‘scissors’ defeat ‘paper’).

2. SIMULATION THEORY OF MIND
In our approach, an agent tries to take advantage of reg-
ularities in his opponent’s strategy by predicting her be-
haviour through simulation-theory of mind [9]. An agent
takes the perspective of the opponent, and simulates his
opponent’s decision-making process by making the decision
himself. Through the implicit assumption that the oppo-
nent’s thought process can be accurately modeled by his
own, the agent predicts that his opponent will make the
same decision he would have made if the roles were reversed.

A zeroth-order theory of mind agent models patterns in
his opponent’s behaviour, but does not attribute any mental
content to her. In contrast, a first-order theory of mind
agent considers the possibility that his opponent is trying to
win the game for herself, and that she reacts to the choices
he makes. For example, suppose that the first-order theory
of mind agent remembers that he previously played ‘rock’
against the opponent he is facing. He realizes that if the roles
were reversed, and he would remember her to have played
‘rock’ before, the agent would play ‘paper’ more often. The
first-order theory of mind agent has the ability to attribute
this thought process to his opponent, and predict that she
will play ‘paper’ more often. Given this prediction, the agent
reasons that he should play ‘scissors’ more often.

A second-order theory of mind agent also models his op-
ponent as a first-order theory of mind agent. He believes
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(a) First-order (b) Second-order (c) Third-order

Figure 1: Average performance of theory of mind agents playing rock-paper-scissors against an opponent of a lower order.

that his opponent may be putting herself in his position. If
the second-order theory of mind agent remembers his oppo-
nent to have played ‘rock’ in previous encounters, he would
therefore believe her to predict that he will be playing ‘pa-
per’ more often. As a result, the second-order theory of mind
agent would predict his opponent to play ‘scissors’ more of-
ten, in which case he should play ‘rock’ more often himself.

3. RESULTS
Using the mathematical model from [5], we determined the
performance of the theory of mind agents described in the
previous section by placing them in competition. Figure 1
shows the results for the RPS game as a function of the
learning speed of both the agent and his opponent. We
find that first-order and second-order theory of mind agents
clearly outperform opponents that are more limited in their
ability to model others. A third-order theory of mind agent
mostly outperforms a second-order theory of mind opponent
as well, but only marginally.

Results of similar competitions in the ERPS variation sug-
gest that these diminishing returns on higher orders of the-
ory of mind found in RPS are not related to the number of
actions available to the agents. When agents choose from
five instead of three possible actions, performance of third-
order theory of mind agents only improves when playing
against opponents that are unable to make use of theory of
mind, and play according to a stationary mixed strategy.

Compared to the results of RPS, performance of theory
of mind agents in RPSLS is greatly reduced. This suggests
that the effectiveness of theory of mind is dependent on the
existence of a unique best response. One explanation for this
low performance is that when an agent is indifferent between
two actions, he chooses either one with equal probability. A
slight asymmetry, such that one option is preferable over the
other, may therefore benefit agents making use of higher-
order theory of mind. Such asymmetries may create a focal
point [12] for agents with a lower order of theory of mind,
which may result in more predictable behaviour.

4. CONCLUSION
Our results in the RPS game are qualitatively equivalent to
those obtained in the setting of Limited Bidding [5]. This
shows that the results reported in [5] are not exclusive to the
specific game setting studied there, but are generalizable to
games of different designs. This provides further support
for the hypothesis that first-order and second-order theory
of mind provide a clear advantage over opponents of a lower
order, while deeper levels of recursion help less [5].
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ABSTRACT
This paper discusses an experiment to investigate issues of
trust and confidentiality when sharing information with a
robot companion in an office context.

An online questionnaire was used to collect opinions about
information sharing with a robot companion and preferences
for collection and treatment of information. In a subsequent
live interaction study, subjects role-played new members of
an office team exchanging potentially sensitive information
with the robot companion. Evaluated results and their im-
plications are summarised and we suggest generic improve-
ments for HRI systems used for information exchange.

Categories and Subject Descriptors
H.5.m [Information Interfaces and Presentation]: Mis-
cellaneous

General Terms
Experimentation, Human Factors

Keywords
Human-Robot Interaction, Trust, Information Sharing, Pri-
vacy

1. INTRODUCTION
Trust has long been a significant topic in software agent

research [6, 2], relating to topics such as reliability, trans-
parency and provenance in information exchange. However,
in the context of embodied agents such as robots, more social
reactions come into play [1, 3, 7].

Autonomous agents need information to successfully de-
liver their services. Such autonomous behaviour, however,
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is in direct contrast with principles such as user control, pri-
vacy and transparency [5], raising the issue of user trust.

This paper relates to a study of trust in the context of
long-term robot companions being developed in the LIREC
project1. This is work in human-robot interaction [4] in
which robots are no longer merely machines for achieving
tasks but become social actors in real-world human environ-
ments.

If a companion is not purely a personal one and interacts
with more than one user, then it may hold information re-
lating to one user that ought not to be relayed to another.
For these reasons we carried out an experiment looking at
issues of trust and privacy when sharing information with a
robot companion. To gather general opinions on this topic
we first conducted an online questionnaire study; this was
then followed by a practical study in which subjects inter-
acted directly with a robot companion.

2. STUDY 1: QUESTIONNAIRE
The questionnaire was designed to address the following

research questions:

1. In which situations is the companion considered help-
ful?

2. Which kinds of personal/team-related information are
people willing to share with the companion?

3. What are people’s preferences regarding: the collec-
tion of information through the companion; the dis-
closure of information through the companion; inter-
action modalities with/control of the companion?

The questionnaire provided the participants with a se-
lection of options regarding various types of information to
select from and offered them the opportunity to provide ad-
ditional input via free text responses.

The most important findings were that the companion
is considered particularly helpful when working on a joint
task, during absences from team, and when working in sep-
arate rooms in the same building. According to these func-
tional preferences, information that people are particularly
1http://lirec.eu
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willing to share with it concerns meeting dates, important
tasks and deadlines, as well as absences from team. Infor-
mation collected should be reported when collected or only
collected when indicated. Before accessing other sources of
information (like social networks or other personal internet
resources), the companion should ask for permission. As
far as disclosure of work-related information is concerned,
it should only be disclosed either to classified persons or to
team members, but not to others, and it should only be
given after authorisation. Personal and private information
should never be given away. Information secret to the re-
questing person should not be given; the companion should
indicate that it has no authorisation to give it.

It is very important to control the memory content and
treatment of information; however, interactions to exert con-
trol should only occur at medium levels of frequency. In
order to minimise these interactions over time, sharing pref-
erences should be chosen more and more autonomously by
the companion based on previous choices taken by the user.
When requesting information, the option to only receive a
summarised output of new and currently relevant informa-
tion can enhance comfort as it provides a quick and effective
way of keeping users informed.

3. STUDY 2: LIVE INTERACTION
The second part of the experiment involved live interac-

tion with an actual companion in order to examine how far
the issues raised in the questionnaire were translated into
interactions within a specific scenario and with a real robot.

The participants were asked to imagine they were a new
team member in a team of researchers working on different
projects. The goal for the participants was to get to know as
much as possible about the other team members and current
projects so as to familiarise themselves with their new co-
workers and workplace. In the scenario, none of their team
members were in the office so that the companion was the
only source of information. Participants were able to ask
the companion for different kinds of information about the
team, and – where considered appropriate – give information
about their own role.

A tablet computer was used for requesting information
and entering personal data. It offered a simple interface
developed in HTML; once logged in users navigated pages
using touch buttons and typed on the touch keyboard. The
companion responded verbally using a text-to-speech pro-
gramme that outputs a human-like unit selection female
voice.

It could be noticed that not much information was re-
quested about other team members compared to the infor-
mation the companion held in its memory. We attribute
this, along with the limited information participants sup-
plied about their role, to limited engagement of the subjects
in the role-play. It was likely that few or none had ever been
in the position of entering a new workplace team in real life.
We rule out lack of confidence in the system as the reason be-
cause participants reported that they felt comfortable when
providing information.

Their responses showed that participants gained in trust
for the companion because they were informed about who
their information could be disclosed to as well as being able
to change these authorisation levels. This confirms that data
transparency and control over data are very important and
should never be neglected.

4. CONCLUSIONS
Control over the information collected is a priority for the

great majority of our participants, confirming other research
into the importance of transparency, control and user’s trust
[3]. Expectations, and effectively interactions with the agent,
will teach the user which information will or will not be avail-
able. In our live interaction study we found the first interac-
tions with the agent set the tone for the further information
requests. While participants felt the companion did not give
away information they did not expect it to give away, they
did have assumptions not necessarily matching the realities
of the agent’s functionality. Transparency as well as actively
finding out the preconceptions potential users hold and ways
to counter misconceptions will be crucial.

Allowing for user control, for example implies asking be-
fore autonomously trying to collect information from other
sources and clearly indicating which information is collected
and why. However, participants also indicate they do not
want to spend a lot of effort managing control mechanisms.
Adaptation to their personal preferences without the need
for explicit user input, and taking into account context (such
as who else is present possibly ‘overhearing’ information and
reasons why information is requested) would be useful. How-
ever, such adaptivity would also be in direct contrast with
the control users desire. A clear approach to such issues has
not been devised by the research community.
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ABSTRACT
In the context of large-population multi-objective robot for-
aging, we present a novel ant-inspired trail-following algo-
rithm that is able to adaptively untangle multiple trails. The
emergent result is often a set of short, non-intersecting trails
that produce good system throughput due a good trade off
between the dual goals of minimizing travel distance and
spatial interference. Empirical simulation experiments with
up to 200 robots suggest that the method can usefully im-
prove performance in practice.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Robotics

General Terms
Algorithms, Experimentation

Keywords
Velocity obstacle, Multi-robot systems, obstacle avoidance

1. INTRODUCTION
We consider the classical problem of having multiple robots

locate a source of resources and transport them to a sink
location, repeating indefinitely. Robots use an instance of
the general ant algorithm [1] to navigate between source
and sink. The first demonstration of ant algorithms for this
problem was by Iredi et al[2]. Iredi’s abstract “ants” have no
physical extent and so do not suffer from spatial interference,
so the intersection of trails for different objectives was not
problematic. Aiming for a practical system, we use a system
of virtual pheromones implemented by wireless communica-
tion of waypoints in a shared localization space [4]. Sadat et
al showed that maintaining spatially separated trails tends
to keep robots apart and allows them to spend most of their
time making progress towards their goals, thus increasing
system throughput [3]. However, in multi-objective robot
foraging problems we observe that SO-LOST often creates
trails that are longer than necessary, and often has trails
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crossing at right-angles. Below we present a novel adaptive
trail-following algorithm that is able to untangle many trails
to create non-intersecting, thus low-interference, trails.

2. MULTI–OBJECTIVE LOCALIZATION–
SPACE TRAILS

We introduce a new ant algorithm called Multi-Objective
Localization-Space Trails (MO-LOST) which extends and
improves upon Sadat’s SO-LOST and Vaughan’s LOST meth-
ods. The details of LOST can be found in [4]. Spaced-Out
LOST is a simple extension that modifies the robot’s trail-
following behaviour, and thus influences subsequent trail for-
mation. In SO-LOST, when a robot is close to a waypoint
that is not for its current goal, it will shift its velocity vector
slightly left compared to the trajectory suggested by unmod-
ified LOST (if local obstacles permit). Thus the fresh trail
being laid by the robot will be slightly left of the previous
trails. In the single-objective foraging problem examined
by Sadat, there were two main trails after convergence; one
from home to source and one returning. With the trails in
opposite directions, the left shift repeatedly applied has the
effect of spreading out the trails in space. SO-LOST is sym-
metric with respect to the currently assigned task, so there is
no way to shift some trails preferentially to others. In multi-
objective, multi-colony scenarios this is not always a good
idea, as illustrated in Figure 1. Initially-intersecting trails
(Fig. 1(top left)) should be de-intersected so that the total
trail length is minimized (Fig. 1(bottom right) . MO-LOST
extends SO-LOST so that when robots encounter trail in-
tersections, only the longer trail is left-shifted. This asym-
metry tends to leave shorter trails intact while wrapping
longer trails around them. In large population sizes where
trail intersection causes a lot of costly spatial interference,
this non-intersecting short-trail configuration is optimal.

Intuitively, the robot moves toward the nearby waypoint
labelled with the robot’s current task that would take it
nearer to its goal. If there is an waypoint labelled with
another task nearby (i.e suggesting an interfering trail), that
waypoint is tested to see if either (i) it is closer to its goal
Place than the on-task waypoint or (ii) it belongs to a task
which is cheaper on average than the robot’s task. If either of
these conditions hold, the robot shifts its driving left slightly
to avoid the interfering waypoint in future. This action is
shown schematically in Figure 1.
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Figure 1: MO-LOST in action. On encountering a
waypoint from a shorter trail, robots shift their tra-
jectory slightly to the left. Over time the longer trail
wraps around the shorter trail, avoiding intersec-
tion and thus reducing spatial interference between
robots, while preserving short trails.

3. EXPERIMENTAL RESULTS
We use the well-known Stage simulator to compare the

performance of MO-LOST with its predecessors SO-LOST
and LOST in a variety of task environments and population
sizes. The world size is fixed at 20x20m and contains no fixed
obstacles. Robots are Stage’s Pioneer 3DX (0.45m long) and
SICK LMS200 scanning laser rangefinder models.

Robots are identical except for their permanent task as-
signment - equal numbers to each task - and starting pose
which is the same in each trial, chosen at random and uni-
formly distribed in the world. Robots start with no infor-
mation about the location of source and home and must find
them by exploration at the start of the trial.

In the screenshots below, Places are large squares, with
sources green and homes red. Robots are small red octagons,
drawn with yellow diamonds when traveling home with re-
sources. Tiny dots are individuual waypoints stored by one
robot. Medium-sized squares in shades of blue are a nor-
malized two-dimensional histogram of robot locations over
the previous few minutes. The histogram tends to show
the emergent trails quite clearly, with darker blue indicating
more defined trails. Recall that “trails” are only perceived
by the reader in the pattern of robot behaviour and not
represented explicitly by the system.

For lack of space, we present only a selection of results
here, in Fig. 2. The performance plot shows that for many
population sizes MO-LOST outperforms SO-LOST, while
both of these frequently outperform LOST considerably. A
T-test shows that MO-LOST outperforms SO-LOST and
LOST in most cases, except for the pairs indicated with
dotted ellipses. These are most frequent at very low popu-
lation sizes, where interference is insignificant, and in some
easy problems, where MO-LOST was at no advantage over
SO-LOST.

4. CONCLUSION
This is the first example of a method to untangle inter-

secting ant trails from multiple tasks. When trails intersect,
the shorter trail is preserved and the longer trail moved,
which tends to produce shorter total trail lengths. We de-
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termined empirically from a simulation study that Multi-
Objective LOST often outperforms Spread-Out LOST and
LOST, the original proposal for practical multi-robot for-
aging using ant-like trails. The performance benefits are
most clear in large populations. While MO-LOST is not
always applicable, we believe that MO-LOST may be the
most practical algorithm yet described for very large popu-
lation near-decentralized multi-robot, multi-objective forag-
ing from sources to sinks.
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ABSTRACT
We present a heuristic search technique for multi-agent pursuit-
evasion games in partially observable Euclidean space where a team
of tracker agents attempt to minimize their uncertainty about an
evasive target agent. Agents’ movement and observation capabili-
ties are restricted by polygonal obstacles, while agents’ knowledge
of each others’ location is limited to direct observation or periodic
updates from team members.

Our polynomial-time algorithm is able to generate strategies for
games in continuous two-dimensional Euclidean space, an improve-
ment over past algorithms that were only applicable to simple grid-
world domains. We show experimentally that our algorithm is tol-
erant of interruptions in communication between agents, continu-
ing to generate good strategies despite long periods of time where
agents are unable to communicate directly. Experimental results
also show that our technique generates effective strategies quickly,
with decision times of less than a second for reasonably sized do-
mains with six or more agents.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Multiagent systems; I.2.8 [Artificial Intelligence]: Problem Solv-
ing, Control Methods, and Search

General Terms
Algorithms

Keywords
visibility-based pursuit-evasion, multi-agent planning, game theory

1. INTRODUCTION
Our work introduces a strategy generation technique for multi-

agent pursuit-evasion games in continuous, partially observable Eu-
clidean space. We provide a polynomial time algorithm capable of
generating online strategies for a team of cooperative tracker agents
that wish to pursue an evasive target. The goal of the tracker team is
to minimize their uncertainty about the target’s location by the end
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of a fixed time period. The domain may have arbitrarily shaped
polygonal obstacles that limit movement as well as observability.

Minimizing uncertainty about a target’s location is distinct from
the goal assumed by most other pursuit-evasion formalisms. The
tracker team must work to maintain visibility on the target, but also
to move to strategic locations prior to visibility loss so that recov-
ery will be possible. Previous approaches that sought to maintain
visibility on the target for as long as possible [2, 3], or generate
patrol strategies to find a hidden target [6, 1], may not be suited for
scenarios where the target frequently passes in and out of visibil-
ity. Since we want to generate strategies quickly, this also rules out
many techniques that are based on deep combinatorial search.

Prior work on this problem included a game-tree search algo-
rithm that could generate strategies for simple gridworld domains,
where time was divided into discrete time steps and agents were
only permitted to move in one of four cardinal directions [4]. This
previous work also assumed that agents would be in constant com-
munication, since it generated trajectories using a heuristic method
that required knowing the location of every agent on the team.

In this paper we introduce the Limited-communication Euclidean-
space Lookahead (LEL) heuristic, a method for evaluating tracker
strategies in games where agents can move freely in two-dimensional
Euclidean space and where there may be long periods of time when
communication between agents is interrupted.

Our contributions include–

• An algorithm for computing the LEL heuristic in two-dimensional
Euclidean space with polygonal obstacles, where communica-
tion between agents may be interrupted for long periods of time.

• Complexity analysis showing that our algorithm for computing
LEL runs in polynomial time with respect to the size of the
domain and the number of agents per team.

• Experimental results showing that our algorithm quickly gen-
erates strategies for the continuous domain that are twice as
effective at retaining visibility on the target when compared to
a strategy that follows the shortest path to the target.

2. DEFINITIONS
We define a multi-agent, zero-sum imperfect-information game

where a single target agent a0 is pursued by a team of n tracker
agents {a1, a2, . . . an}. The goal of the tracker team is to minimize
its uncertainty about the target’s location by the end of the game,
while the target agent is free to evade the trackers and move behind
obstacles that obstruct visibility.

We assume that each agent ai is a holonomic point robot with
a fixed maximum velocity vi. The domain can have multiple ob-
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stacles, where each obstacle is a solid polygon in R2. We define a
reachability function Ri(L, t) as the set locations reachable by ai
from any location l ∈ L by time t, and a visibility function Vi(L)
as the set of locations visible to ai from any l ∈ L.

We define a target’s hidden region as the set of locations Lhidden
where the target could be located given the prior observations made
by the tracker team. If target a0 was last observed at location l at
time tj , then it could be located anywhere in R0({l}, tk − tj) by
time tk. This region can be narrowed further by subtracting the
locations visible to the tracker team between time tj and tk, ac-
counting for the possible trajectories followed by the target during
the same time period.

At the end of the game, the utility for the tracker is −|Lhidden|,
while the utility for the target is |Lhidden|. The best possible out-
come for the tracker team is when the exact location of the target is
known, meaning Lhidden is empty.

3. LEL HEURISTIC
Our work introduces the Limited-communication Euclidean-space

Lookahead (LEL) heuristic, a method of evaluating trajectories for
the tracker team by estimating the future size of the target’s hidden
region. This estimate is based off a relaxation of the movement
and observation capabilities for each of the agents, which allows
the heuristic to be computed in polynomial time but still provide a
reasonably good estimate of each trajectory’s utility.

To compute LEL, we first determine the set of locations reach-
able by the target at some time t, given by R0(Lhidden, t). We
then determineRi({li}, t) for each tracker agent ai given their last
known location li. With this, we can estimate the size of the hidden
region at time t by computing,

Lapprox(t) = R0(Lhidden, t) \
n⋃

i=1

Vi(Ri(li, t)) (1)

which is the set of all locations reachable by the target at time t,
minus the set of all locations observable by the tracker. If the target
has not been observed by time t, then Lapprox(t) will be a subset
of the actual hidden region, since each tracker ai will only be able
to observe some of the locations in Vi(Ri(li, t)).

To evaluate a trajectory for agent ai, we compute the sum of
|Lapprox(t)| over a fixed time interval, where the initial location
for ai is set to a location along the trajectory being evaluated. We
have developed a polynomial-time algorithm to do this that utilizes
the Fast Marching Method [5], a linear-time algorithm for com-
puting the shortest-path distances over two-dimensional Euclidean
space. An example of the composite generated by this technique is
shown in figure 1, where darker areas represent locations that are
contained by Lapprox for a larger portion of the time interval.

4. EXPERIMENTS
To evaluate LEL, we conducted experiments on 500 randomly

generated domains with two-dimensional polygonal obstacles. Each
trial was run for a fixed amount of time and the size of the hidden
region was measured at the end of the game. For comparison pur-
poses we evaluated both LEL and the max-distance (MD) heuristic,
a simple hand-coded rule that instructs the tracker team to follow
the "shortest-path" to the target [4].

Figure 2 shows the average size of the hidden region at the end
of the game for several team sizes, where a smaller hidden region
indicates greater certainty about the target’s location. Teams using
the LEL heuristic were more than twice as effective when compared
to teams using the MD heuristic, even when the teams using the MD
heuristic had more agents.

visibility
range

a1

a2

a0

Figure 1: (left) An example game with two trackers (a1, a2) and
one target (a0) in their initial positions. (right) LEL composite
for this state, darker areas indicate potential for visibility loss.
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Figure 2: (left) Trajectories generated using the LEL heuristic
in an example game, (right) Average size of the hidden region
at the end of the game for different sized teams using the RLA
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ABSTRACT
We propose a method to generate agent controllers, repre-
sented as state machines, to act in partially observable envi-
ronments. Such controllers are used to constrain the search
space, applying techniques from Hierarchical Reinforcement
Learning. We define a multi-step process, in which a sim-
ulator is employed to generate possible traces of execution.
Those traces are then utilized to induce a non-deterministic
state machine, that represents all reasonable behaviors, given
the approximate models and planners used in simulation.
The state machine will have multiple possible choices in
some of its states. Those states are choice points, and we
defer the learning of those choices to the deployment of the
agent in the actual environment. The controller obtained
can therefore adapt to the actual environment, limiting the
search space in a sensible way.

Categories and Subject Descriptors
I.2.8 [Computing Methodologies]: ARTIFICIAL INTEL-
LIGENCE: Problem Solving, Control Methods, and Search

General Terms
Algorithms

Keywords
Single Agent Learning, Robot planning, Agent development
techniques, tools and environments

1. INTRODUCTION
Decision making in unknown environments is character-

ized by uncertainty at many and different levels. Part of
the uncertainty can be captured by models for planning un-
der partial observability, to which a great deal of attention
has been payed in recent years. A paramount source of un-
certainty lies in the assumptions behind such models them-
selves, especially if the problem has not been synthesized,
but arises from an existing application. This is true re-
gardless of how accurately the model has been designed or
learned. Such uncertainty cannot be dealt with at planning
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time, and requires to monitor the execution in order to iden-
tify any discrepancies between what is expected and what is
perceived.

Hierarchical Reinforcement Learning (HRL) [1] allows the
designer to provide structure to the policies searched, con-
straining the exploration in fully observable domains. This
is a fundamental aspect for real-world applications, as time
is a strictly limited resource, and robotic agents are sub-
ject to wearing and tearing. The automatic definition of the
aforementioned structures is still an open problem, and is
usually carried out by hand.

In the following, we propose a method to generate agent
controllers automatically, combining several ideas developed
in the literature of planning under partial observability and
reinforcement learning. We define a multi-step process, in
which increasingly accurate models - generally too complex
to be used for planning - are employed to generate possible
traces of execution by simulation. Those traces are then
utilized to induce a machine with non-deterministic states.
Those states are choice points, and we defer the learning of
those choices to the deployment of the agent in the actual
environment.

2. GENERATING CONTROLLERS FROM
SIMULATION

In this section we define the process to generate a finite
state controller for a given problem under partial informa-
tion.

2.1 Environments, problems, and controllers
We begin with the definition of a dynamic environment
E = 〈A, O, S, I, ∆, Ω〉 in which A is a finite set of actions,
O is a set of observations, S is a set of states, I ⊆ S is a
set of initial states, ∆ : S ×A×S is the transition relation,
Ω : S → O is the observation function. We assume to have
available only A and O, while all the other components of
the environment are unknown. We also further assume, for
this paper, that the environment is deterministic.

A generalized planning problem over an environment is a
tuple (defined by Bonet et al [2]) P = 〈F, I, A, G, R, O, D〉
where: F is a set of primitive fluents, I is a set of F-clauses
representing the initial situation, A is a set of actions, G
is a set of literals representing the goal situation, R is a
set of non-primitive fluents, O ⊆ R is the set of axioms
defining the fluents in R. In the literature [2, 3], this problem
specification is used to derive, by logic, a controller. Due to
the uncertainty on the definition of the environment, we only
assume to have A, and G. That is, we assume to know the
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available actions and to be able to recognize the goal states.
Such a problem cannot be solved directly by any planner,
nor learned as a POMDP, as the model is largely unknown -
including the description of the state space. Such a situation
is described as partial information, which includes partial
observability. Being a problem on a actual environment,
however, experience can be gathered by acting in it.

A controller is a tuple C = 〈Q, A∗, O∗, δ, q0〉 where Q is
a set of states, q0 ∈ Q is the initial state, and A∗, O∗, and δ
are the finite set of actions, set of observations, and transi-
tion relation respectively. The (partial) transition relation δ
maps pairs 〈qi, oi〉 of controller states and observations into
actions, and next states qi+1. The controller is deterministic
if given a pair 〈qi, oi〉, the action and consequently the next
states are uniquely determined. A deterministic controller
C over an environment E produces, from each initial state
s0, a single trajectory tC(s0) = 〈o0, q0, o1, q1, . . . , of , qf 〉. A
non-deterministic controller, on the other hand, can produce
a set of trajectories that we denote with TC(s0).

A trajectory tC(s0) is a solution of P from an initial state
s0 iff the terminating observation of is such that of |= G.
We are assuming that of |= G ⇒ sf |= G, that is, if an ob-
servation fulfills the goal specification, the underlying, un-
observable, state is a goal state. A deterministic controller
solves a problem P over an environment E iff each trajec-
tory tC(s0), from each initial state s0, is a solution from s0.
We say that a non-deterministic controller C can solve a
problem P if ∃t ∈ TC(s0) such that t is a solution from s0.

Finally, we define a restriction of a problem P to Î ⊆ I

as the sub-problem P (Î) = 〈F, Î, A, G, R, O, D〉.

2.2 Simulators
We assume the existence of another environment E ′ on

which we can define a problem P ′. Informally, E ′ is a sim-
ulator for E , and comprises the designer knowledge of the
environment. The characteristic of a simulator is to be a
model that provides an approximation of the environment E ,
that is usually too complex to be used for planning. In such
a model, however, experience can be gathered much more
cheaply than in E . We acknowledge the inescapable differ-
ences between E and E ′, and account for a learning phase to
optimize the controller generated in the latter to act in the
former. We do not define any direct relationship between E
and E ′, we shall rather establish one through controllers.

Although we have a complete specification of both E ′ and
P ′, we only use them through simulation, that is, to generate
trajectories. P ′ can be partially observable, but does not
necessarily have to. Furthermore, we assume the existence
of a decision maker that can solve P ′ in E ′.

2.3 Controller induction
The decision maker is deployed in E ′ to generate trajec-

tories t′(s′0) that are solutions to P ′.
Considering each action in A′ as a symbol, the set of tra-

jectories that are solutions to P ′, from which observations
are removed, form a language. We induce a finite determin-
istic automaton C′ = 〈Q′, A′, ∅, δ′, q′0〉 that accepts such a
language. Note how this is equivalent to a controller with
an empty observation set.

Finally, we expand the edges of C′ to accommodate the

observations of P . We define a controller Ĉ = 〈Q′, A′, O, δ̂,
q′0〉 obtained from C′ such that for each observation o ∈ O,

δ̂ connects a state q′i to a state q′j when observing o and
by executing a′ ∈ A′, if and only if δ′ connects q′i to q′j by
executing a′.

If the controller Ĉ obtained through the process just de-
scribed can solve a reduction of P in E we say that the
composition of the decision maker, E ′, P ′, and the method
used to induce the automaton is admissible. This can be
verified by executing Ĉ in E .

2.4 Reinforcement learning on controllers
The controller Ĉ, obtained through simulation and au-

tomaton induction, provides at the same time a constraint
to the possible behaviors, and a partial specification of a
solution for a problem that could not otherwise be solved.
If such an automaton is deterministic no further improve-
ment is possible, and it constitutes a completely specified
solution to P . More interestingly, if such a controller is
non-deterministic, learning in the actual environment can
determine (and be limited to) the behavior at choice states.

In order to generate a non-deterministic controller Ĉ the de-
cision maker must be able to produce more than a solution
trajectory, from at least some initial states. The two options
are not mutually exclusive.

A stochastic process is derived from Ĉ according to the
procedure presented by Leonetti and Iocchi [4]. The result-
ing process is Non-Markovian if the memory embedded in
the controller and the observations are not a sufficient statis-
tics for the reward. If that is the case, a policy can still be
learned with a specific algorithm [6, 5].

3. CONCLUSION
We proposed a method to generate agent programs, in the

form of state machines, by combining different components:
an initial decision maker, available to the designer to include
any previous knowledge about the task; a simulator, that
is, a model too complex to be used for planning, but from
which possible trajectories can be extracted; the induction
of an automaton that accepts the extracted trajectories; and
finally reinforcement learning, on the derived state machine,
directly in the actual domain. Simulators are commonly
employed, but are rarely integral parts in the development
of agent programs. Constraining the final learning, through
the interaction of all those components, significantly limit
the search space in the actual domain.
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ABSTRACT
We propose a fully distributed approach to endow robots in
a swarm with awareness of their relative position with re-
spect to the rest of the swarm. Such spatial awareness can
be used to support spatially differentiated task allocation or
for pattern formation. The approach we propose only relies
on local communications and is based on a combination of
distributed consensus and load balancing. We test the effec-
tiveness of our algorithm in extensive simulation tests and
we also validate it in experiments with real robots.

Categories and Subject Descriptors
I.2.9 [Robotics]; I.2 [Distributed Artificial Intelligence]:
Coherence and coordination; C.2 [Computer Communi-
cation Networks]: Distributed applications

General Terms
Algorithms

Keywords
Swarm robotics, geometric bisectioning, spatial aggregation

1. INTRODUCTION
The aim of this work is to endow robots in a swarm with

awareness of their relative position with respect to the rest
of the swarm. Such spatial awareness can be used to support
spatially differentiated task allocation (e.g., split the swarm
in different, spatially close, groups, and let each group en-
gage in a different task, such as exploring different regions
of an environment), or for pattern formation, among oth-
ers. The task we focus on is to assign the robots of the
swarm to two different classes, C0 and C1, in such a way
that the two classes are spatially segregated: the robots in
class C0 are found on one side of the swarm, and the robots
in class C1 on the other side of the swarm. The problem
that we are solving can be formally described as follows.
Let G(V,E) be a Euclidean graph where the node set V
represents geometric entities, such as robots, positioned in
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(a) (b) (c)

Figure 1: Examples of different ways to realize a
geometric partitioning in two classes (indicated by
the black and white squares) given a communication
range (indicated by the grey disk in (a)).

the plan. Nodes are able to communicate with each other
over a wireless medium. Two nodes i and j are connected by
a link (i, j) ∈ E if: (i) their Euclidean distance is less than or
equal to the maximum communication range Rmax (range-
constrained connectivity), and (ii) no major occlusions are
present between the two nodes (line-of-sight communication
constraint). Each node only knows about its neighbors, no
other network information is assumed. The objective is to
find, adopting a fully decentralized approach, a geometric
partitioning of the graph in k classes, where each class con-
tains (approximately or precisely) the same number nk of
nodes, and the nodes in each partition are geometrically
close to each other. We focus on the case k = 2. Figure 1
illustrates different partitionings in two classes. We aim to
obtain partitionings like in (a) and (b).

To solve this problem, we look for an algorithm that is
robust, scalable, efficient, works in a decentralized way, and
has limited requirements in terms of available sensor or actu-
ators. We rule out the use of global positioning information
(not always available, especially in indoor environments) as
well as the use of physical mobility (not always possible,
slow, and energy-greedy). Instead, we propose an algorithm
which uses only local communication. The robots/nodes
only need to be able to identify their neighbors and com-
municate with them. Only a relatively low channel band-
width is required to let the algorithm working effectively.
We consider the general case of robots/nodes equipped with
a wireless communication interface. The algorithm combines
elements from different approaches to similar problems: al-
gorithms for solving minimum bisection problems [1]; algo-
rithms for swarm robotics aggregation [3], and distributed
algorithms for consensus load balancing [2].
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2. ALGORITHM OVERVIEW
The degree of membership of a robot i to one of the two

classes C0 and C1 is represented by using load variables
ui ∈ [0, 1]. ui = 1 means full membership of i to class C1,
ui = 0 means membership to class C0, while intermediate
values indicate different degrees of membership to C0 and
C1. At the start, each robot i decides with a probability of
0.5 whether it is loaded or not, and sets accordingly a vari-
able ui. Each robot i also keeps a value vi ∈ [0, 1], which
is an estimate of how loaded on average the robots in its
neighborhood are. After the initialization, the robots start
to communicate locally, with two goals: to update the esti-
mate vi, and to let loads travel through the swarm, until they
stop at different robots. Local values of vj variables decide
when to leave, where to go, and where to stop. Load trav-
eling across the robot network goes in a number of phases.
Each phase aims, in different ways, to eventually create a
single connected cluster of robots of class C1 which is spa-
tially well separated from the cluster of unloaded robots (i.e.,
of class C0), as illustrated in Figure 1 (a) and (b).

In phase 0, following the first creation or the reception
of a load, the load leaves robot i if i’s neighborhood stays
unloaded for a certain amount of time (i.e, vi is less than a
threshold vmin). Phase 1 is a steepest ascent with respect
to current load distribution: the load is iteratively sent to
the neighbor j with the highest vj , until the local maximum
is reached. Phase 2 is a steepest descent: the load moves
to a local minimum of vj , meaning that it looks for an area
which is unloaded. Phase 3 is again a steepest ascent: the
load greedily looks for a new loaded area, possibly with a
higher value of vj than that of phase 1. Phase 4 is a slowest
descent: the load moves from robot to robot to decreasing
values of ui, until it reaches an unloaded robot (uj = 0),
where it moves back to phase 0. The idea is that the slow
descent will make the loads rather go towards areas where
there are only a few unloaded nodes, so that the load goes
to fill small empty pockets. If no unloaded robot is found
before reaching a local minimum, the load takes a random
step, and returns to phase 1: start all over again. Once the
load has reached phase 0 at a robot i, it sets the local value
ui to 1. If more loads cluster around robot i, the local value
vi will grow, keeping the load stationary at robot i. In this
way, vi ≥ vmin, preventing the load to leave i and letting
the cluster grow further. Eventually, loads stop moving,
converging in two spatially separated clusters.

3. EXPERIMENTAL RESULTS
We ran simulation tests considering as reference robot the

foot-bot, developed during the Swarmanoid project (http:
//www.swarmanoid.org). For the work presented here, the
relevant on-board device is the infrared-based range-and-
bearing that provides line-of-sight communication. It sends
messages of 10 bytes at a rate of 10 messages per sec.

Each simulation test (50 trials per test) runs for 1200 time
steps = 2 minutes. We measure two things: linear separabil-
ity and imbalance. Linear separability is evaluated by fitting
a line to the space in which the robots are placed, in such a
way that the loaded robots are found on one side of the line
and the unloaded ones on the other side. Results for linear
separability range from 0 (optimal) to 0.5 (worst). The im-
balance evaluates whether the two classes are of the same
size. We report the number of robots in the smallest of the
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Figure 2: Experiments with varying number of
robots maintaining constant the area.
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Figure 3: Experiments with varying communication
range maintaining fixed to 50 the number of robots.

two classes, divided by the total number of robots in the
swarm. The optimal value is 0.5, the worst possible is 0.

In a first series of tests, we vary the number of robots in
the swarm, from 10 up to 60. The communication range of
the robots is limited to 1 m. The results in Figure 2 show
that the algorithm works quite well in separability, and is
robust with respect to the number of robots, although for
the smallest swarms, results become a bit less good because
of less connectivity and too few loads around.

In a second series of tests, we vary the communication
range, from 0.25 up to 4.5 m, fixing the the number of robots
to 50. The results in Figure 3 show that the algorithm works
badly at short communication ranges, due to the fact that
the communication network gets disconnected. For medium
and high communication ranges, the results are very good.

We also ran a limited set of experiments using a small
swarm of 15 foot-bots deployed in different initial configura-
tions. Sample videos are available here: http://www.idsia.

ch/~gianni/SwarmRobotics/GeometricSplitting.html.
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ABSTRACT
In this paper, we investigate the feasibility of a Multi Robot
Learning by Demonstration system, which allows multiple
teachers to give a demonstration to multiple robots simul-
taneously. A novel, complete end-to-end system was devel-
oped, which extracts data from a live human group demon-
stration, and allows the robots to imitate the demonstration
by adapting the demonstration dataset to the current, possi-
bly different environment. The complete system was evalu-
ated using a series of increasingly difficult benchmark exper-
iments, including a collaborative door opening experiment
using a group of heterogeneous robots. The results showed,
that the system is resistant to changes in the environment,
as it was possible to give a demonstration in one environ-
ment, move the robots to a physically different but similar
location, where the robots could still imitate the demon-
stration in this new context. The door opening experiment
also shows that this system can be used to demonstrate and
learn collaborative behaviour. Our results demonstrate a
novel and promising method for teaching a group of robots
to perform a joint task by human team demonstration.

Categories and Subject Descriptors
I.2.9 [Computing Methodologies]: Artificial Intelligence—
Robotics

General Terms
Algorithms, Experimentation

Keywords
multi-robot systems, robot, learning, learning by demonstra-
tion, adaptation, template matching, imitation

1. INTRODUCTION
The Learning by Demonstration (LbD) paradigm has been

suggested as a method to tackle the complexity of robot pro-
gramming. To date however, research into LbD systems has
mostly focused on “a single robot being taught by a sin-
gle teacher” [1]. The scenario of multiple teachers teaching
multiple robots has so far received little research attention,
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especially regarding LbD systems in which multiple teach-
ers teach multiple robots simultaneously [4]. This paper will
investigate the feasibility of such a multi robot Learning by
Demonstration system by developing and testing such an
end-to-end system.

One challenge common to most LbD systems is the ques-
tion of how to deal with an “undemonstrated state” [1]. This
challenge arises because it is unlikely for a teacher to be
able to demonstrate the correct behaviour for every possi-
ble state the robots may find themselves in [1], and hence it
is necessary to develop a strategy for coping with new sit-
uations. Here, we shall take the approach of adapting the
demonstration dataset to a new situation, using the (plan)
adaptation algorithm presented in [5]. The plan adaptation
algorithm was presented in the context of multi robot path
planning, and essentially represents the environment using
point features. These are recorded for the demonstration
(the template) and the new imitation environment (the tar-
get). Then, the correspondences between features in the
template and the target are found, and used to find a map-
ping that can warp the target to fit the new context, yielding
an adapted plan.

In order to develop a full, end-to-end multi robot learning
by demonstration system, based on the described plan adap-
tation approach, three components are required: a“template
extraction system”, which extracts the demonstration data
from the environment, a “plan adaptation system”, which
adapts one or more templates to the new context, and a
“plan execution system”, which executes the adapted plan
on the robots.

2. METHODOLOGY

2.1 Template extraction
The template extraction process starts with creating a

laser-scan based map of the local demonstration context.
Next, this map is converted to “corner” and “wall” point fea-
tures, using Harris corner detectors [3], and a sliding window
algorithm, respectively. The latter classifies a static obsta-
cle as a wall feature if no other wall feature has been found
within the current window.

During the demonstration, the robot location on the map
is tracked using AMCL [2], and the features close to the
robots are identified (marked) using a K-Nearest Neighbour
(KNN) search. More specifically, the feature closest to the
robot that has not yet been marked will be marked. Next,
about half of the selected “wall” features will be deselected
to avoid over-constraining the template, which is done us-
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ing another KNN search based algorithm: this one essen-
tially tries to “hop” from one marked wall feature to the
next, deselecting every other one. The remaining marked
features will be “required to match”, (Fr, as defined in [5]),
and the marked corner features will additionally be required
to match to exactly one feature in the target (F11 in [5]).
This data gives us the template.

2.2 Plan adaptation & execution
The plan adaptation system extracts a representation of

the environment and the robots’ relative location using the
same techniques as described in section 2.1. These are sent
to the plan adaptation algorithm of [5], which has been ex-
tended to take the waypoint order into account when map-
ping the robots in the template to the ones in the target. The
resulting adapted waypoints are then sent to the robots.

The last part consists of sending the adapted waypoints
to the robots, taking into account the (adapted) waypoint
order. We used the ROS navigation stack to drive to robots
to waypoints.

3. RESULTS & DISCUSSION
In order to evaluate the end-to-end system, a series of

increasingly difficult benchmark experiments were designed.
These started with two humans demonstrating to two robots
how to drive straight ahead along a corridor, and then re-
questing an imitation in the same context. Next, the various
parameters of the experiments were varied: a) the number
of robots was increased to three, b) the demonstrated move-
ments were varied (e.g. curved trajectories around a corner,
intersecting trajectories), c) the demonstration and imita-
tion environments were changed, such that the robots were
given a demonstration in one context and asked to imitate
in another, and d) the robots’ relative displacement (their
formation) was varied. It was also verified, that the tem-
plate could be mirrored, scaled, translated and rotated to
match a target. Furthermore, a collaborative door opening
experiment was performed to see whether this type of sys-
tem could be used to demonstrate collaborative behaviour
to a group of robots (see Figure 1).

From these experiments, it was observed that the system
was resilient to changes in the context (environment): the
robots could be demonstrated how to open a door in one
location, and then perform the imitation at another, similar
door in a different environment. The algorithms were also
tolerant to about 30-60cm of displacement of each robot
from their original position in the robots’ formation (in a
2m wide corridor). We verified this by taking a template
and a matching target from our experiments, and applying
a simulated, spiral-shaped displacement to one robot at a
time, and running the matching algorithm on the changed
target. This tolerance will vary depending on the template
and target though, and further work is required to quantify
this for a larger sample of scenarios.

4. CONCLUSION
This work presented one approach to developing an end-

to-end Multi Robot Learning by Demonstration system, that
allows multiple teachers to give a demonstration simultane-
ously to multiple robots, thus allowing the demonstration of
collaborative behaviour. The experiments consisted of both
a series of tests used to gain insights into the system’s per-
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Figure 1: The results of the collaborative door open-
ing experiment. Two robots are equipped with
bumpers, while the one at the back uses the Mi-
crosoft XBox Kinect camera to detect the markers
(cyan dots). Blue dots represent “wall features”,
while yellow dots represent corners.

formance in various scenarios, as well as an experiment in
which a group of robots was demonstrated how to collabo-
ratively open a marked door. The experiments showed, that
the system coped well with changes in the environment, and
that it allowed for small displacements of the robots relative
to each other. In conclusion, this paper showed the feasi-
bility of a Multi Robot Learning by Demonstration system
and will hopefully lead to further work in that area, ideally
leading to users being able to customise the behaviour of
groups of robots in the field.
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ABSTRACT
In this paper, we propose an approach based on an interaction-
oriented resolution of decentralized Markov decision pro-
cesses (Dec-MDPs) primary motivated by a real-world appli-
cation of decentralized decision makers to explore and map
an unknown environment. This interaction-oriented reso-
lution is based on distributed value functions (DVF) tech-
niques that decouple the multi-agent problem into a set of
individual agent problems and consider possible interactions
among agents as a separate layer. This leads to a signifi-
cant reduction of the computational complexity by solving
Dec-MDPs as a collection of MDPs. Using this model in
multi-robot exploration scenarios, we show that each robot
computes locally a strategy that minimizes the interactions
between the robots and maximizes the space coverage of the
team. Our technique has been implemented and evaluated
in simulation and in real-world scenarios during a robotic
challenge for the exploration and mapping of an unknown
environment by mobile robots. Experimental results from
real-world scenarios and from the challenge are given where
our system was vice-champion.

Categories and Subject Descriptors
I.2.9 [Artificial Intelligence]: Robotics—Autonomous ve-
hicles; I.2.11 [Artificial Intelligence]: Distributed Artifi-
cial Intelligence—Multiagent systems

General Terms
Algorithms, Theory, Experimentation

Keywords
Cooperative multi-robot systems, robot coordination, robot
planning, multi-robot exploration, distributed problem sol-
ving

1. INTRODUCTION
The approach developed in this paper is primary moti-

vated by a real-world application of decentralized decision
makers for an exploration and mapping multi-robot system.
Our system has been developed and applied successfully
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in real-world scenarios during a DGA1/ANR2 robotic chal-
lenge3. We focus only on the decision model allowing robots
to cooperatively explore an unknown area and efficiently
cover the space by reducing the overlap between explored
areas of each robot. Such multi-robot exploration strategies
have been proposed. They adopt either central agents or
negotiation protocols with complicated processes [9, 1]. Be-
sides existing works do not address the local coordination
problem. So we took an interest in decentralized partially
observable Markov decision processes (Dec-POMDPs) and
their recent interaction-oriented (IO) resolution [8, 5, 2]. It
takes advantage of local interactions and coordination by
relaxing the most restrictive and complex assumption con-
sisting in considering that agents are permanently in inter-
action. It is based on a set of interactive individual decision
making problems and reduces the complexity of solving Dec-
POMDPs thereby becoming a promising direction concern-
ing real-world applications of decentralized decision makers.
Consequently we propose in this paper an IO approach us-
ing distributed value functions so as to compute multi-robot
exploration strategies in a decentralized way.

2. DISTRIBUTED VALUE FUNCTIONS
We propose an IO resolution of decentralized decision mod-

els using distributed value functions (DVFs) introduced in
[6]. Our robots are independent and can share informa-
tion by communication leading to some kind of observabil-
ity completion. We assume full local observability for each
robot and limited share of information. So our approach
takes place in the Dec-MDP framework. DVF describes the
Dec-MDP with a set of individual agent problems (MDPs)
and considers possible interactions among robots as a sepa-
rate interaction class where some information between robots
are shared. This leads to a significant reduction of the com-
putational complexity by solving Dec-MDP as a collection
of MDPs. This could be represented as an IO resolution
with two classes (no interaction class and interaction class)
where each robot computes locally a strategy that minimizes
conflicts, i.e. that avoids being in the interaction class. The
interaction class is a separate layer solved independently by
computing joint policies for these specific joint states.

DVF technique allows each robot to choose a goal which
should not be considered by the others. The value of a goal
depends on the expected rewards at this goal and on the
fact that it is unlikely selected by other robot. Our DVF

1French Defense Procurement Agency.
2French National Research Agency.
3http://www.defi-carotte.fr/
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is defined solely by each robot in an MDP < S,A, T,R >.
In case of permanent communication, robot i knows at each
step t the state sj ∈ S of each other robot j and computes
its DVF Vi according to :

∀s ∈ S Vi(s) = max
a∈A

(
R(s, a) + γ

∑

s′∈S
T (s, a, s′)

[Vi(s
′)−

∑

j 6=i
fijPr(s

′|sj)Vj(s′)]


 (1)

where Pr(s
′|sj) is the probability for robot j of transitioning

from its current state sj to state s′ and fij is a weighting fac-
tor that determines how strongly the value function of robot
j reduces the one of robot i. Considering our communication
restrictions, the robots cannot exchange information about
their value functions. So we relax the assumptions concern-
ing unlimited communication in DVF technique: each robot
i can compute all Vj by empathy. Thus each robot computes
strategies with DVF so as to minimize interactions. However
when situations of interaction occur, DVF does not handle
those situations and the local coordination must be resolved
with another technique. For instance joint policies could be
computed off-line for the specific joint states of close inter-
actions.

3. EXPERIMENTS AND RESULTS
In these section is given an overview of our experiments.

More details concerning our MDP model, our experimental
platforms and our results can be found in [4]. First we made
simulations with Stage4 using different number of robots and
various simulated environments. In fig. 1, we plot the time it
takes to cover various percentages of the environment while
varying the number of robots. During the beginning stage,
robots spread out to different areas and covered the space ef-
ficiently. However, there is a number of robots beyond which
there is not much gain in the coverage and that depends on
the structure of the environment [7]. In the hospital en-
vironment, four robots can explore separate zones but the
gain of having more robots is low compared to the over-
lap in trajectories and the risk of local interactions. Second
we performed real experiments with our two robots besides
the ones made during the challenge. Videos, available at
http://lmatigno.perso.info.unicaen.fr/research, show
different explorations of the robots and some interesting sit-
uations are underlined as global task repartition or local
coordination.

4. CONCLUSIONS AND PERSPECTIVES
Our approach addresses the problem of multi-robot explo-

ration with an IO resolution of Dec-MDPs based on DVFs.
Experimental results from real-world scenarios and our vice-
champion rank at the robotic challenge show that this method
is able to effectively coordinate a team of robots during ex-
ploration. Though our DVF technique still assumes per-
manent communication similarly to most multi-robot ex-
ploration approaches where robots maintain constant com-
munication while exploring to share the information they
gathered and their locations. For instance classical negoti-
ation based techniques assume permanent communication.
However, permanent communication is seldom the case in

4http://playerstage.sourceforge.net/

Figure 1: Hospital environment from Stage with
starting positions and results averaged over 5 simu-
lations.

practice and a significant difficulty is to account for poten-
tial communication drop-out and failures that can happen
during the exploration leading to a loss of information that
are shared between robots. Some recent multi-robot explo-
ration approaches that consider communication constraints
only cope with limited communication range issue and do
not address the problem of failures as stochastic breaks in
communication. So our short-term perspective is to extend
our DVF to address stochastic communication breaks as it
has been introduced in [3].
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ABSTRACT
This work investigates allocation of tasks to multi-robots
when tasks are spatially distributed and constrained to be
executed within assigned time windows. Our work explores
the interaction between scheduling and optimal routing. We
propose the Time-Sensitive Sequential Single-Item Auction
algorithm as a method to allocate tasks with time windows
in multi-robot systems. We show, experimentally, that the
proposed algorithm outperforms other auction algorithms
that we modified to handle time windows.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—Multiagent systems; I.2.9 [Artificial Intelligence]:
Robotics

General Terms
Algorithms, Performance, Experimentation

Keywords
Auctions, time windows, task allocation, multi-robot sys-
tems

1. INTRODUCTION
Many real world problems require tasks to be executed

within a specified time window. For example, a region may
need surveillance at regular intervals or at specific hours, and
in search and rescue, much of the exploration has to be done
in well defined stages. Time windows make task allocation
harder as it is no longer possible to arbitrarily arrange the
order of execution of tasks to decrease travel costs.

Auctions are becoming popular for allocating tasks to
robots [4]. However, limited attention has been devoted to
allocation of tasks that have to be completed within spec-
ified time windows (see [3] for an example), and even less

∗Work supported in part by NSF IIP-0934327 and the
Safety, Security, and Rescue Research Center at the Uni-
versity of Minnesota
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for tasks that have overlapping time windows. When time
windows are pairwise disjoint, tasks can be strictly ordered
and robots can choose any permutation of tasks. With over-
lapping time windows this is no longer possible.

Time windows are often treated as soft constraints on time
of arrival to a task location (see [5] for an example). In this
case late arrival to a task is subject to a penalty, which
increases the cost but does not affect feasibility. We treat
time windows as hard constraints, as a robot can no longer
perform a task to which the robot arrives late.

We are interested in approximate algorithms that are com-
putationally efficient and that minimize the sum of the path
costs over all the robots, while avoiding time conflicts. The
main contributions of this paper are the Time-Sensitive Se-
quential Single-Item Auction (TS-SSIA) algorithm and ex-
perimental results comparing its performance to other single
item auction algorithms.

2. AUCTIONS WITH TIME CONSTRAINTS
Formally, r = {r1, r2, . . . , rn} is a set of robots; each robot

has a Cartesian location (xri , yri). Let t = {1, 2, . . . , m} be
a set of tasks; each task j has a time window defined by
its earliest start time es(j), latest finish time lf(j), location
(xj , yj), and time duration dur(j). The objective is to assign
to each robot ri a subset of tasks {j, j+1, ...k} ⊆ t such that
that the sum of the path costs is minimized while completing
the largest number of tasks.

For each task we compute its latest start time ls(j) =
lf(j)− dur(j). Let RT (ri, k, j) be the time it takes robot ri

to travel between tasks k and j. Then, lateness is defined as
l(ri, k, j) = lf(k) + RT (ri, k, j) − ls(j). If l(ri, k, j) > 0, the
robot ri is not able to reach task j in time to do the task.

In an auction allocation method, the robots bid on tasks
based on the amount of effort they need to complete them,
which includes the cost of traveling to the task and any
additional cost for doing the task itself.

Combinatorial auctions produce optimal solutions, but
finding a set of non-conflicting bids that maximizes revenue
is NP-complete and impractical for large numbers of tasks,
hence it is common to auction each task separately. When
all tasks are put up for bids at the same time in a paral-
lel single-item auction the solution can be far from optimal,
because robots cannot account in their bids for complemen-
tarities among tasks. This shortcoming can be reduced by
repeating the auctions periodically at fixed time interval [1].
Alternatively, the tasks can be put up for bids one at a time
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Number of Tasks Parallel single-item auction Sequential single-item auction TS-SSIA
(10 robots) µ (σ) µ (σ) µ (σ)

30 2062 (178.04) 2061 (184.37) 1965 (170.23)
50 3420 (232.17) 3392 (228.03) 3257 (223.92)
70 4824 (281.54) 4785 (278.90) 4590 (265.85)
90 6396 (369.55) 6117 (367.01) 5869 (343.03)

(20 robots) µ (σ) µ (σ) µ (σ)
30 1894 (180.96) 1893 (183.58) 1845 (174.01)
50 3217 (225.67) 3216 (223.27) 3106 (218.33)
70 4496 (317.13) 4489 (317.15) 4317 (278.15)
90 5766 (330.75) 5762 (320.35) 5528 (286.40)

(50 robots) µ (σ) µ (σ) µ (σ)
1000 58520 (909.12) 57710 (948.68) 56350 (889.10)

Table 1: Solution cost (mean and standard deviation) of auction methods in a 100×100 grid, averaged over 30
runs. TS-SSIA orders tasks in ascending order of earliest start times. Numbers in italics are the best results.

in a sequential single-item auction (SSIA) [2]. In this case,
robots account for previous task commitments while bidding
on the next task, so they bid the insertion cost in their cur-
rent path. When the sum of the path costs is minimized,
the solution is a constant factor away from the optimum.

We extend these auction methods by enabling them to
deal with time windows. In repeated parallel single-item auc-
tions with time windows the auctioneer chooses each winning
bid depending on two criteria: the cost of the winning bid is
the minimum amongst all bids, and the winning robot has
no time conflict with the task. In sequential single-item auc-
tions with time windows the winner of each task is the robot
with the minimum insertion cost into its path and no time
conflict. The addition of time windows makes the solution
to depend on the order in which tasks are put up for auction.
This suggests a change in the algorithm to take advantage
of both spatial and temporal synergies among the tasks.

In time-sensitive sequential single-item auctions (TS-SSIA)
the auctioneer orders tasks for auction according to one or
more sorting criteria. We experimented with ordering tasks
by their earliest or latest start times, either in ascending or
descending order. The key difference between TS-SSIA and
the sequential single-item auction algorithm is the fact that
that the auction process is informed by the time windows
of the tasks. By ordering the tasks up for bids according
to their time windows, robots can easily take into account
the time constraints in their bids instead of considering only
their distance to the tasks.

3. CASE-STUDY: TASKS ON A 2D GRID
For this set of experiments, we created a 100× 100 Carte-

sian grid and distributed tasks uniformly on the grid. Any
robot can reach any task with a cost proportional to the
Cartesian distance between the robot and the task. We used
10, 20 and 50 robots and 30, 50, 70, 90 and 1000 tasks re-
spectively. The cost for each task was uniformly distributed
between 0 − 100. The goal of the experiment is to compare
the sum of the path costs produced by TS-SSIA with those
produced by the other single-item methods.

In this experimental setup, there was no difference in solu-
tion cost between sorting tasks by start times or by deadline,
consequently, we present only results for sorting by start
times. When tasks are sorted in descending order, on aver-
age, the algorithms produced higher costs than when tasks

are sorted in ascending order.
In Table 1 we see that TS-SSIA outperforms the other sin-

gle item auction methods. TS-SSIA reports gains as large as
8.2% against parallel and 4.1% against sequential (90 tasks
10 robots case). The difference in performance between TS-
SSIA and the sequential algorithm and between TS-SSIA
and the parallel algorithm is statistically significant with p-
values 0.0017 and 0.0002 respectively.

4. CONCLUSIONS AND FUTURE WORK
We have presented a variant of SSIA, which we call TS-

SSIA, that works better for allocation of tasks that have time
constraints. We have compared its performance to other
single item auction algorithms. In the 2D grid case-study,
TS-SSIA produced better solutions than the other single-
item auctions in every case. Going forward, we plan to im-
prove the TS-SSIA algorithm to add the ability to adjust
the schedule of tasks already allocated when this can result
in the allocation of a new task. We also plan to provide a
formal theoretical analysis of the algorithm, and extend the
experimental work to additional case-studies.
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Introduction
Multi-robot systems (MRS) have received a great deal of
attention recently due to their potential to address com-
plex distributed tasks such as environmental monitoring,
search and rescue, agriculture, and security[3, 4, 5, 1, 2].
One specific type of multi-robot system that has significant
near term promise is fleets of autonomous watercraft for
applications such as flood response, water monitoring and
bathymetry. Small watercraft are an attractive option for
real world multi-robot systems because some of the most
critical robotic problems are minimized on water - move-
ment is relatively simple and dangers are relatively low.

In this work, we have addressed many engineering issues
behind developing teams of Cooperative Robotic Watercraft
(CRW). Deploying fleets of boats at remote locations helped
clarify assumptions, change priorities and expose new issues
for the community as well as help close the gap between
the identified challenges and real-world deployment of such
systems.

The success of our approach has been validated through
field trials, including a four-day test at an irrigation pond
in Maryland, a six-week expedition to various locations in
the Philippines, a two day trip to a highly polluted canal in
New York and hundreds of boat hours around Pittsburgh.

Design

Hardware.
We chose an airboat design (Figure 1), where the propul-

sion provided by a fan placed above water, for our watercraft
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Figure 1: A complete airboat.

platform for two important reasons. First, keeping the pro-
peller above water is advantageous where the water might be
shallow, e.g., in flooded environments or in ecologically inter-
esting areas like reefs or estuaries. Second, the above water
fan can be simply encased in a wire mesh for safety, mak-
ing the boats safe for autonomous operation even around
curious children.

Figure 2 shows the basic components of the airboat. A
boat is approximately 70cm long and weighs about 4.4kg
without batteries. A NiMh battery that weighs 1.5kg allows
the boat to drive continuously at approximately 10km/h for
a period of two hours. The size and weight of the boat
were chosen to suit urban flood conditions, where safety and
maneuverability are key requirements.

Figure 2: Hardware functional diagram.

Electronics.
Rather than individually assembling a computing plat-

form, a core design decision was to use a commercial smart-
phone to provide the computing, camera and communica-
tions for the boat. It is impractical to put together a sim-
ilarly powerful, robust and tightly packaged custom com-
puting platform at anywhere near the cost of a smartphone.
Moreover, using a smartphone gives us access to multiple
modes of communication, since most phones have WiFi, 3G
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and Bluetooth. We chose Android-based phones because
of their relatively open and powerful development environ-
ment.

For communicating with sensors, motors and servos, we
used an Arduino Mega, a relatively low-cost microcontroller
board that provides a fast, flexible array of digital and ana-
log I/O for controlling the fan shroud, gyros, and external
sensor modules. The Arduino and smart phone commu-
nicate via Bluetooth, which works extremely well over the
short distance between the phone and Arduino. The servo
for actuating the fan, the fan itself and sensors are all con-
nected directly to the Arduino which has a simple, high-level
protocol to the phone.

External sensors are plugged directly into the Arduino,
using either digital or analog channels, depending on the
sensor. The entire electronics assembly is encased in two
waterproof boxes.

Software.
The control software builds on the Robot Operating Sys-

tem (ROS), which provides a flexible publish-subscribe archi-
tecture with extensive built in debugging capabilities and
a manageable development path. Layers of functionality
separate general modules from application specific modules.
An end user interface provides a single operator with an
overview of the state of the boats and provides high and low
level commands for interacting with them.

Field Trials
In September 2011, three undergraduate students took five
boats to the Philippines. They were joined by observers from
the University of the Philippines and from local aid organi-
zations. Primary testing lasted for one week, after which two
of the students returned home leaving one (non-CS) under-
graduate student to continue testing. Testing was performed
in several locations including Laguna de Bay, Taal volcano,
a village during flooding in the aftermath of twin typhoons
and a fish farm. A key aim was to have all five boats in
the water at the same time, under the control of the same
operator. This was achieved a number of times. In total
there were more than 15 tests in seven different locations.
The boats were predominantly used for water sampling, but
were also briefly evaluated in the aftermath of a typhoon.
The testing resulted in more than 100 boat hours in the wa-
ter, tens of kilometers covered and hundreds of thousands of
data points. While initial testing was slow, frustrating and
involved a lot more time with the boats out of the water
than in, by the end the process and boats were sufficiently
usable and robust that one non-computer science undergrad-
uate student and local Filipinos with no formal education
were able to deploy and use the boats. In fact, one of the
biggest surprises was the comfort of local Filipino people
with the technology and the speed at which they were able
to familiarize themselves with it. By far the biggest prob-
lem encountered was with wireless communication, with the
real-world details of various wireless technologies, particu-
larly 3G, causing difficulties.

Figure 3 shows the path taken by a boat at the fish farm,
an interesting environment because of the complexity of the
water and the need to keep the water healthy. Figure 4
shows a plot of the water temperature in the lake inside
Taal volcano immediately before (left) and after (right) rain.
This lake is important because a recent unexpected, rapid
and significant rise in temperature caused $1.3M in losses

Figure 3: Airboat trajectory of a single airboat op-
erating in a fish farming pong in Dagupan.

to fish farming in the lake. The plot shows considerable
variation in the temperature and significant differences due
to the rain.

Figure 4: Plots of temperature in Taal Lake before
(left) and after (right) a tropical rain storm.

Figure 5: Our six-week deployment in the Philip-
pines demonstrated an ability to deploy five airboats
simultaneously in remote locations with a control in-
terface simple enough to be used by a child.
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ABSTRACT
Markov decision processes (MDPs) provide an expressive
framework for planning in stochastic domains. However,
exactly solving a large MDP is often intractable due to the
curse of dimensionality. Online algorithms help overcome
the high computational complexity by avoiding computing
a policy for each possible state. Hierarchical decomposition
is another promising way to help scale MDP algorithms up
to large domains by exploiting their underlying structure. In
this paper, we present an effort on combining the benefits of
a general hierarchical structure based on MAXQ value func-
tion decomposition with the power of heuristic and approx-
imate techniques for developing an online planning frame-
work, called MAXQ-OP. The proposed framework provides
a principled approach for programming autonomous agents
in a large stochastic domain. We have been conducting a
long-term case-study with the RoboCup soccer simulation
2D domain, which is extremely larger than domains usu-
ally studied in literature, as the major benchmark to this
research. The case-study showed that the agents developed
with this framework and the related techniques reached out-
standing performances, showing its high scalability to very
large domains.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search

Keywords
MDP, Online Planning, MAXQ, RoboCup 2D

1. MAIN RESULTS
Markov decision processes (MDPs) have been proved to

be a useful model for planning under uncertainty. In gen-
eral, online planning interleaves planning with execution
and chooses the best action for the current step. Given
the MAXQ [2] hierarchy of an MDP, the main procedure
of MAXQ-OP evaluates each subtask by forward search to
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compute the recursive value functions V ∗(i, s) and Q∗(i, s, a)
online. This involves a complete search of all paths through
the MAXQ hierarchy starting from the root task M0 and
ending with some primitive subtasks at the leaf nodes. Af-
ter the search process, the best action a ∈ A0 is selected
for the root task M0 based on the recursive Q function.
Meanwhile, the true primitive action ap ∈ A that should be
performed first can also be determined. This action ap will
be executed to the environment, leading to a transition of
the system state. Then, the planning procedure starts over
to select the best action for the next step.

1.1 Task Evaluation over Hierarchy
The search starts with the root task Mi and the current

state s. Then, the node of the current state s is expanded by
trying each possible subtask of Mi. This involves a recursive
evaluation of the subtasks and the subtask with the highest
value is selected. The evaluation of a subtask requires the
computation of the value function for its children and the
completion function. The value function can be computed
recursively. Therefore, the key challenge is to calculate the
completion function.

Intuitively, the completion function represents the opti-
mal value of fulfilling the task Mi after executing a subtask
Ma first. Obviously, computing the optimal policy is equiv-
alent to solving the entire problem. In principle, we can ex-
haustively expand the search tree and enumerate all possible
state-action sequences starting with s, a and ending with s′

to identify the optimal path. However, this may be inap-
plicable for large domains. In Section 1.2, we will present a
more efficient way to approximate the completion function.

1.2 Completion Function Approximation
To compute the optimal completion function, Cπ∗

(i, s, a),
the agent must know the optimal policy π∗, which is unavail-
able in the online settings. Due to the time constraint, it is
intractable to find the optimal policy online since the search
process is equivalent to solve the entire problem. When ap-
plying MAXQ-OP to large problems, approximation should
be made to compute the completion function for each sub-
task. We assume that each subtask Mi will terminate at
its terminal states in Gi with a prior distribution of Di. In
principle, Di can be any probability distribution associated
with each subtask. It can also take into consideration of the
task parameters. For simplicity, we take uniform distribu-
tion as an example, then Cπ(i, s, a) can be approximated
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Figure 1: MAXQ task graph for Wright Eagle

as:

Cπ(i, s, a) ≈ 1

|G̃a|
∑

s′∈G̃a

V π(i, s′), (1)

where G̃a ⊂ Ga is a set of sampled states drawn from uni-
form distribution Da. A recursive procedure is proposed
to estimate the completion function. In practice, the prior
distribution P (s′, N |s, a)–a key distribution when comput-
ing the completion function, can be improved by considering
the domain knowledge.

1.3 Heuristic Search in Action Space
For some domains with large action space, it may be very

time-consuming to enumerate all possible actions (subtasks)
exhaustively. Hence it is necessary to introduce some heuris-
tic techniques (including prune strategies) to speed up the
search. Intuitively, there is no need to evaluate those ac-
tions that are not likely to be better. Different heuristic
techniques can be chosen for different subtasks, such as hill-
climbing, gradient ascent, branch and bound, etc.

2. CASE STUDY: ROBOCUP 2D
It is our long-term effort to apply the MAXQ-OP frame-

work to the RoboCup soccer simulation 2D domain–a very
large testbed for the research of decision-theoretic planning
[3]. In this section, we present a case-study of this domain
and evaluate the performance of MAXQ-OP based on the
general competition results with several high-quality teams
in the RoboCup simulation 2D community. The goal is to
test the scalability of MAXQ-OP and shows that it can solve
large real-world problems that are previously intractable.

2.1 Solution with MAXQ-OP
The graphical representation of the MAXQ hierarchical

structure of our team Wright Eagle1 is shown in Figure 1,
where a parenthesis after a subtask’s name indicates this
subtask will take parameters. It is worth noting that state
abstractions are implicitly introduced by this hierarchy. To
deal with the large action space, heuristic methods are crit-
ical when applying MAXQ-OP. Table 1 summarizes the gen-
eral performance of our team with MAXQ-OP in the RoboCup
completion of past 7 years.2

There are multiple factors contributing to the general per-
formance of a RoboCup 2D team. It is our observation that
our team benefits greatly from the abstraction we made for
the actions and states. The key advantage of MAXQ-OP
in our team is to provide a formal framework for conduct-
ing the search process over a task hierarchy. Therefore, the

1Team website: http://www.wrighteagle.org/2d
2Logfiles: http://ssl.robocup-federation.org/ftp/2d/log/

Table 1: History results of Wright Eagle
Competitions Games Goals Win Draw Lost

RoboCup 2005 19 84 : 16 15 2 2
RoboCup 2006 14 57 : 6 12 2 0
RoboCup 2007 14 125 : 9 11 1 2
RoboCup 2008 16 74 : 18 13 1 2
RoboCup 2009 14 81 : 17 12 0 2
RoboCup 2010 13 123 : 7 11 0 2
RoboCup 2011 12 151 : 3 12 0 0

team can search for a strategy-level solution automatically
online by given the pre-defined task hierarchy. To the best
of our knowledge, most of the current RoboCup teams de-
velop their team based on hand-coded rules and behaviors.
Overall, the goal of this case-study is twofold: 1) it demon-
strates the scalability and efficiency of MAXQ-OP for solv-
ing a large real-world application such as RoboCup soccer
simulation 2D; 2) it presents a decision-theoretic solution for
developing a RoboCup soccer team, which is more general
and easy for programming high-level strategies.

3. CONCLUSIONS
This paper presents MAXQ-OP–a novel online planning

algorithm that benefits from both the advantage of hierar-
chical decomposition and the power of heuristics. A key
contribution of this work is to approximate the prior distri-
bution when computing the completion function. By given
such prior distributions, MAXQ-OP can evaluate the root
task online without actually computing the sub-policy for
each subtask. Similar to our work, Barry et al. proposed
an offline algorithm called DetH* to solve large MDPs hier-
archically by assuming that the transitions between macro-
states are totally deterministic [1]. In contrast, we assume
a prior distribution over the terminal states of each sub-
task, which is more realistic. The case study shows that
MAXQ-OP is able to solve a very large problem such as the
RoboCup 2D that are previously intractable in the litera-
ture of the decision-theoretic planning. This demonstrates
the soundness and stability of MAXQ-OP for solving large
MDPs with the pre-defined task hierarchy. In the future, we
plan to theoretically analyze MAXQ-OP with different task
priors and try to generate these priors automatically.
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ABSTRACT

This paper describes an algorithm that enables a mobile
robot to find an arbitrary object and take it to a destina-
tion location. Previous approaches have been able to search
for a fixed set of objects. In contrast, our approach is able
to dynamically construct a cost function to find any object
by querying the web. The performance of our approach
has been evaluated in a realistic simulator, and has been
demonstrated on a companion robot, which can successfully
execute plans such as finding a“coffee”and taking it to a des-
tination location like, “Gates-Hillman Center, Room 7002.”

Categories and Subject Descriptors

I.2.9 [Computing Methodologies]: Robotics

General Terms

Algorithms

Keywords

Robotics, Object Search, Web, Cyber-physical systems

1. INTRODUCTION
Our aim is to make robots that can interact with peo-

ple in a natural and intuitive way. Toward this end, we
look at a problem domain where people ask a robot to find
an object and then have the robot deliver the object to a
specified destination. This is a challenging problem since
people will specify object names using open-ended natural
language, leading to many distinct queries. Humans address
the variability in the query by using common-sense knowl-
edge. For example, if a person is asked to find and deliver the
object “coffee,” a person easily knows that “coffee” is likely
to be found in the “kitchen.” Robots, however, generally
have limited access to such knowledge.

To address this limitation, we enable robots to access the
web when they are missing task-related knowledge. In the
object-finding domain this knowledge relates objects to lo-
cations; for example, assuming the robot has no prior ex-
perience with an object, such as “coffee,” the robot will
search the web. Using the results of the web search, the
robot is able to predict that a “coffee” is generally found in
a “kitchen,” instead of in a “printer room.” Our approach

Appears in: Proceedings of the 11th International Con-
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dynamically incorporates these predictions into a cost func-
tion, which minimizes the distance the robot travels and the
number of interactions it has with people, while at the same
time maximizing the the probability that an object will be
found in each of the visited locations. The inferred multi-
step plan consists of a sequence of locations to visit and
questions to ask people.

We evaluate the robot’s performance by executing plans
to find 80 objects in a realistic simulator and have demon-
strated our approach on a companion robot. This work
builds off of OpenEval [4], which is able to evaluate the
probability of arbitrary facts (predicates) by querying the
web.

2. APPROACH
To command a robot to find and fetch objects, people

specify a query object (e.g., “coffee”) and a place to which the
object should be taken (e.g., “Gates-Hillman, room 7002”);
the robot infers a plan to find the object and take it to the
destination. Our robot overcomes its limitations in object
detection and manipulation by asking humans for help [3].

We formulate the problem of finding and fetching objects
as maximizing a utility function. If O is an object name
(e.g., coffee), then the problem can be formulated as finding
the plan that maximizes the utility function U :

arg max
plan

U(plan|O) (1)

The utility of a plan is broken down into the utility of
each element: U(plani). Each element of the plan (plani)
visits a location and asks for an object from a person.

U(plan|O) =
N∑

i=1

Ui(plani|O) (2)

The utility Ui consists of three components:
• The probability of the plan. We approximate this term

as the probability of a location in the environment (e.g.,
“kitchen”) given a query object (e.g., “coffee”). This
probability is high when the location is likely to contain
the object.

• A reward for traveling as little as possible. This term
is computed by subtracting the distance traveled from
the maximum distance the robot could travel for the
current component of the plan.

• A reward for the number of interactions that the robot
has with a person. This term is computed by subtract-
ing the number of interactions required to search a lo-
cation from the maximum number of interactions the
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robot can have for the current component of the plan.
The first component (the probability of the plan) requires

the system to compute the probability of finding an object in
a location. This term connects a query object (e.g., “coffee”)
to a location type in the environment (e.g., “kitchen”). Con-
necting a query word for an object to a place is challenging
because there are thousands of different object names people
can use.

2.1 Querying the Web
To evaluate the probability of a plan, we have developed a

general predicate evaluator called OpenEval, which returns a
probability distribution over instances of predicates [4]. Un-
like other approaches which read the web [1], OpenEval eval-
uates the validity of existing predicates and returns results
immediately. For this paper, OpenEval has been trained on
a single predicate, locationHasObject(L, O), which is true
only when location L contains object O:

p(L =kitchen|O = coffee)

, p(locationHasObject(kitchen, coffee)) (3)

At training time a small number of predicate instances,
such as locationHasObject(kitchen, refrigerator), are provided.
A web search for {“kitchen”, “refrigerator”} returns a set of
documents (web-pages), from which text snippets are ex-
tracted. These text snippets are treated as ground truth
examples of the predicate instance, and a SVM classifier is
trained to discriminate between different location types. Be-
cause Equation 3 is multinomial over locations, OpenEval
only needs positive training examples of location / object
pairs. At test time, OpenEval will evaluate the probability of
a new predicate instance, such as locationHasObject(kitchen,
coffee) by converting the input relation instance to a search
query, such as {“coffee” “kitchen”}, and downloading the
highest ranked web pages. This set of documents (web-
pages) is classified into one of the location types; a proba-
bility is computed according to the proportion of web-pages
that is classified as being in a “kitchen” given the object
“coffee.”

2.2 Optimization
The system takes as input the name of an object (e.g.,

“coffee”), a destination (e.g., “Gates-Hillman, room 7002”),
the current location of robot, a set of example predicates
that are used to train OpenEval, and a map that includes the
type of each room (e.g., “office,” “kitchen,” “bathroom,” or
“other”). A cost function is then instantiated given the query
object (Equation 1), and our approach uses beam search to
find a sequence of candidate locations that maximizes the
utility. The robot then executes the corresponding plan,
recomputing the plan after visiting each location.

3. EVALUATION
We have evaluated our approach by showing that OpenEval

is able to correctly categorize the location of novel objects
and locations. Table 1 shows the probability of different
test objects for each of the four location types. The only
erroneous prediction is that bathrooms likely contain cups.

To show that our approach is able to search for objects,
we have simulated a semantic map of 305 spaces over three
floors of an office building. We have evaluated the effective-
ness of our approach against two baseline approaches on 80

commands for 40 different object types that were not a part
of the training set for OpenEval. The first baseline (frontier)

searches nearby locations, using the rewards from Section 2,
but not the probability returned by searching the web. The
second baseline (ESP) provides a baseline similar to previ-
ous work [2]. It uses all the terms in Section 2, but instead
of searching the web for relevant documents, it searches data
collected from ESP [5].

Object Location Types
Bathroom Printer Room Kitchen Office

laptop 0.07 0.23 0.13 0.56
papers 0.1 0.57 0.12 0.22

cup 0.36 0.16 0.29 0.18
coffee 0.22 0.21 0.3 0.28

Table 1: The probability that OpenEval assigns to
different locations given each novel object type. The
location type which has the maximum probability is
shown as bold.

The frontier approach finds objects in an average of 45.4
visited locations (standard error of 6.8), ESP finds objects
in an average of 31.56 visited locations (standard error of
5.64) and our approach finds objects in an average of 19.21
visited locations (standard error of 4.62). This indicates a
clear downward trend in the number of steps required to
find query objects when using the web to retrieve knowl-
edge about the physical environment. The number of vis-
ited locations is relatively high because a few objects require
searching many (or all) locations in the environment.

Sometimes our approach will retrieve a reasonable loca-
tion for the object, but the test environment does not con-
tain the object in that location. For example, our approach
searches bathrooms for “cleaning liquid” first because it can
often be found in a home bathrooms, even though office
bathrooms in our environment do not contain this object.
In addition, sometimes our approach will infer the correct
location, but it may still take several steps before the object
is found. For example, since not every “office” has a “lap-
top,”“jacket,” or “hat” (e.g., often people have desktops, or
don’t wear hats), our approach will visit a few locations be-
fore finding the object. Finally, we have demonstrated our
approach on our companion robot (CoBot), showing that it
is successfully able to find a “coffee” in the “kitchen” and
take it to “Gates-Hillman, room 7002.”
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ABSTRACT
Multi-robot manipulation tasks can be complicated, due to
the need for tight temporal coupling between the robots.
However, this is an ideal scenario for human-agent-robot
teams, since performing all of the manipulation aspects of
the task autonomously is not feasible without additional sen-
sors. To ameliorate this problem, we present a paradigm
for allowing subjects to configure a user interface for multi-
robot manipulation tasks; using a macro acquisition system
for learning combined manipulation/driving tasks. Learn-
ing takes place within this social setting; the human demon-
strates the task to the single robot, but the robot uses an
internal teamwork model to modify the macro to account
for the actions of the second robot during execution. This
allows the same macro to be useful in a variety of cooper-
ative situations. In this paper, we show that our system
is highly effective at empowering human-agent-robot teams
within a household multi-robot manipulation setting and is
rated favorably over a non-configurable user interface by a
significant portion of the users.

Categories and Subject Descriptors
I.2.9 [Robotics]: Operator interfaces

General Terms
Algorithms

Keywords
human-robot interaction, multi-robot manipulation, program-
ming by example

1. INTRODUCTION
Human-agent-robot teams [1] fill an important niche in

robotics since they can accomplish tasks that robots cannot
complete autonomously, forming a team unit that is greater
than the sum of the parts. Ideally the human users focus on
the difficult cognitive and perceptual tasks, the robots man-
age the planning and execution of repetitive physical tasks,
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Figure 1: Two HU-IE robots cooperating together
to clear the environment of objects and deposit them
in the goal location.

while the agents handle the most cumbersome information
processing tasks. At the core of designing an effective social
system that includes human, agent, and robot teammates is
the question of communication between the biological and
synthetic entities—how to create a user interface that em-
powers rather than hinders teamwork and social learning?

Here we focus on the problem of multi-robot manipula-
tion; the human user guides a team of robots to lift and
clear clutter in a household environment. Since some of
the objects are too large to be raised by a single robot, the
robots must work together in tight temporal coordination to
lift and transport the clutter to the goal area. Coordination
failure leads to dropped objects and slow task completion
times. The users must also effectively control the multiple
degrees of freedom that the robot offers (wheelbase, arm,
and claw).

2. USER INTERFACE
The user views the environment and interacts with the

HU-IE robot team through our configurable user interface
(IAI: Intelligent Agent Interface). A rudimentary agent is
embedded within the user interface to support teamwork by
managing information propagation between the team mem-
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Figure 2: State representation of a recorded macro

bers; it governs the information that gets sent to the robots
and displayed on the user interface. Additionally it contains
a macro acquisition system that allows the user to identify
four key subtasks which are abstracted and used to create
robot behaviors which the user can deploy during task ex-
ecution. All commands to the robots are issued through
an Xbox 360 gamepad, using a button to switch between
robots.

3. MACRO ACQUISITION
During the macro acquisition phase, the robot’s state space

trajectory is recorded, paying special attention to the initial
and final states of the trajectory. The state includes the
following features in absolute coordinates: drive start/end
position, arm start/end, claw open/closed. Additionally, the
status of all of the key sensor systems (cliff, wall, and bumper
sensors) is logged. The agent also notes the current location
of known movable objects in the environment and whether
the user is teleoperating the second robot. The state space
trajectory is then used to create an abstract workflow of the
task which can be combined with the teamwork model and
the path planner to generalize to new situations. To build
the workflow, the state space trajectory is separated into
drive, arm, and claw segments. Adjacent drive and arm seg-
ments are merged to form one long segment. The terminal
position of the robot is retained in both absolute coordinates
and also the relative position to the nearest object or robot.

After the macro acquisition phase, there is an acceptance
phase during which the operator is given a chance to ver-
ify the macros’ performance. When the human operator is
satisfied that the macro was performed correctly then the
macro is accepted and mapped to one of the Xbox 360 but-
tons. During the acceptance phase, the macro is evaluated
in multiple locations on the map and with the HU-IE robot
arm at different angles.

If the macro representation was not accepted by the hu-
man operator, the system attempts to modify the macro
using a set of taskwork rules. For instance, during the ini-
tial phase, it is assumed that the terminal positions are of
key importance and that the robot should use the path plan-
ner to return to the same absolute position. In the second
demonstration, the system used the recorded sensor date to
identify the most salient object located near the terminal
position and return the robot to that area. If an object is
dropped during the acceptance phase, it is assumed that the
drop is the principal reason for the macro non-acceptance
and the macro is repeated using the same abstraction but
with minor modifications to its positioning relative to the
object using the ultrasonic sensor. For simplicity of user
interaction, macro acquisition is done by teleoperating a
single robot but during actual task execution many of the
macros are actually executed in mirror mode, using the pre-
programmed teamwork model. One of the most common
macros developed by both expert and novice users was a
macro for driving the robot to the goal.

4. RESULTS
The users were asked to clear objects from a cluttered

household environment and transport them to a goal area
using two robots guided by the configurable user interface.
We evaluated the performance and quality of the IAI system
Macro Mode on a variety of measures, including usability
of the macros, speed of task completion, number of object
drops, and user satisfaction. Two indoor scenarios, a train-
ing scenario, and One macro recording phase were employed
in our user study. The user was asked to execute each of the
scenarios using our Intelligent Agent Interface Macro Mode.

The macros created by users varied in length and com-
plexity, with a general trend that game skill correlated with
shorter macros and longer periods of user teleoperation. This
can be contrasted with the pattern of novice macro usage
that shows a heavier reliance on macros. Overall, we found
it encouraging that the configurable aspects of the user in-
terface were more heavily used by novice users.

From observation, we noted that the users created macros
to help them with parts of the task that they struggled on
during training; for instance, users who experienced more
failed pickups would often focus on creating a good object
pick up macro. In a post hoc comparison to users from a
previous study who used a non-configurable version of the
same user interface, macros appeared to confer a slight time
advantage. The most significant results were in the user
rankings of the interface which enthusiastically (70%) pre-
ferred the configurable user interface; overall, the interface
scored high ratings in the post-questionnaire user ratings.
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6. CONCLUSION AND FUTURE WORK
In this paper we demonstrate a macro acquisition sys-

tem for learning autonomous robot behaviors by example;
by separating taskwork and teamwork, we can generalize
single robot macros to multi-robot macros. We plan to
extend the teamwork model in the future by having the
system learn user-specific teamwork preferences separately
through demonstrations on a non-manipulation task. Users
expressed a significant preference for the configurable auton-
omy of macros over the built-in autonomous functions, and
gave the user interface high overall ratings. Adding a config-
urable user interface to a human-agent-robot team empowers
the human operator to structure his/her user experience by
expressing task-specific preferences for the amount of inter-
dependence vs. autonomy between human and robot. This is
consistent with the coactive design model for human-agent-
robot systems.
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ABSTRACT 

One popular approach to active perception is using POMDPs to 

maximize rewards received for sensing actions towards task ac-

complishment and/or continually refining the agent’s knowledge.  

Multiple types of reward functions have been proposed to achieve 

these goals: (1) state-based rewards which minimize sensing costs 

and maximize task rewards, (2) belief-based rewards which max-

imize belief state improvement, and (3) hybrid rewards combining 

the other two types.  However, little attention has been paid to 

understanding the differences between these function types and 

their impact on agent sensing and task performance. In this paper, 

we begin to address this deficiency by providing (1) an intuitive 

comparison of the strengths and weaknesses of the various func-

tion types, and (2) an empirical evaluation of our comparison in a 

simulated active perception environment. 

Categories and Subject Descriptors 

I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence 

– intelligent agents, multiagent systems 

General Terms 

Performance, Design, Experimentation 

Keywords 

Active Perception, POMDP, Reward Functions, Sensing 

1. INTRODUCTION 
Recently, one application of intelligent agents growing in popular-

ity is intelligent information gathering.  Here, developers com-

monly model the agent’s reasoning about sensing as an active 

perception problem (e.g., [9]), where the agent makes explicit 

decisions about sensing to maximize the quality and/or quantity of 

its gathered information.   One popular approach to active percep-

tion is to make sequential decisions using the partially observable 

Markov decision process (POMDP) [5], e.g., in user preference 

elicitation [2, 3] and agent-based classification [4].  

To illustrate, we consider a robotic mining simulation called Min-

eralMiner, a testbed for sensing research similar to RockSample 

[8].  Here, an intelligent agent completes frequent mineral collec-

tion tasks with firm deadlines.  To discover minerals (gold, silver, 

uranium), the agent performs sensing on various mines in the 

environment.  The agent models its sensing at each mine with an 

active perception POMDP, where the states and observations 

represent the possible mineral types in the mine and the actions 

represent various sensing activities with different cost and accura-

cy, as well as drilling actions (which stop sensing) for each type 

of mineral.  Of note, drilling for an incorrect mineral type destroys 

a mine.  Thus, quality sensing is necessary for completing tasks. 

2. REWARD FUNCTION COMPARISON 
Several types of reward functions for active perception POMDPs 

have been proposed in the literature.  First, state-based rewards 

 (   ) (e.g., [3, 4]) follow the traditional design of reward func-

tions in the POMDP literature [5], where rewards are the benefit 

or cost of actions in different states with respect to the accom-

plishment of tasks and environment impact.  An agent handles its 

uncertainty about the hidden state of the environment by margin-

alizing expected rewards over beliefs about each state: 

                                     ∑  ( ) (   )     (1) 

We present  (   ) values for two state-based reward functions 

for MineralMiner in Table 1 (similar to [3]), where (1) Cost Sens-

ing encodes the actual costs incurred by the agent for each action, 

and (2) Zero Cost Sensing focuses only on task rewards.  

Alternatively, recently proposed belief-based rewards [1] break 

from tradition and consider only measures on the entire belief 

state of the agent, independent of individual states.  For example, 

if the primary goal of sensing is to reduce the uncertainty in the 

agent’s beliefs, the agent can use the entropy in its belief state as a 

measure of uncertainty, then maximize the negative of its ex-

pected entropy to minimize uncertainty: 

              [ (    )]   [∑     ( )    | |  
   ( )   ] (2) 

Other belief-based reward functions accomplish similar goals 

including maximizing information gain or the expected top belief: 

                                     [       
   ( )]  (3) 

The intuitive strengths and weaknesses of these functions include: 

 State-based rewards directly encode the costs of sensing ac-

tivities, allowing the agent to minimize sensing costs, where-

as belief-based rewards ignore such information. 

 Belief-based rewards directly encode the benefits of sensing 

(i.e., belief state improvement), whereas state-based rewards 

only implicitly consider this information through finding pol-

icies of actions that reach task accomplishment the fastest. 

 State-based rewards provide a natural stopping condition for 

sensing: when the expected reward of using information ex-

ceeds further sensing costs, and thus are appropriate for task- 

based environments.  Belief-based rewards, instead, require 
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Table 1: State-based Rewards for MineralMiner 
Action Cost Sensing Zero Cost Sensing 

Correct 

State 

Incorrect 

State 

Correct 

State 

Incorrect 

State 

Advanced   

(80% Accuracy) 

-5 -5 0 0 

Basic  

(50% Accuracy) 

-2 -2 0 0 

Wait (do nothing) 0 0 0 0 

Drilling  100 -500 100 -500 

an external stopping condition (e.g., stop when a confidence 

threshold is reached for the top belief:  ( )      ). 

 Belief-based rewards optimize beliefs for continual sensing 

when it is unknown when information will be used, whereas 

state-based rewards might be inappropriate for such envi-

ronments [1] due to lacking task rewards to guide sensing.  

Finally, hybrid rewards consider both of the other types simulta-

neously in the form of a weighted function [1, 6], e.g.,   

                 ∑  ( ) (   )  (   )    [ (    )] (4) 

where   weights the impact of the two reward types.  Below, we 

use a hybrid of Cost Sensing (c.f., Table 1) with negative expected 

Entropy (Eq. 3) using three weights:                 . 

Hybrid functions have the potential to merge the strengths of 

state- and belief-based rewards while mitigating their weaknesses:  

 Hybrid rewards add cost information for sensing activities to 

belief-based reward functions to improve sensing. 

 Hybrid rewards incorporate belief state revision into state-

based rewards to speed up belief state convergence and pro-

mote faster task accomplishment. 

 However, the weight between the two types of rewards must 

be properly tuned, which can be difficult to set a priori.  

3. INVESTIGATION 
We now provide results from an empirical investigation using 

MineralMiner to evaluate our intuitive comparison of the various 

active perception POMDP reward function types.  To maximize 

rewards, we choose actions from limited depth policy trees creat-

ed online [7] from the current belief state for the current mine.  

This approach (1) finds exact solutions with low computational 

cost due to the small POMDP size, and (2) allows us to compare 

how performance depends on policy depth (         ) due to the 

different properties of the functions.  We used 600 mines/tasks to 

provide many opportunities for sensing and ran our experiments 

30 times with different random seeds to minimize variance.   

Figures 1-2 present: (1) the number of mines correctly identi-

fied/drilled, measuring sensing effectiveness, and (2) the task-

based rewards earned by the agent (Cost Sensing, c.f., Table 1), 

measuring sensing efficiency.  Due to space constraints, we high-

light the key analyses from our results, confirming our intuitions: 

 State-based functions almost always improved as policy 

depth increased.  This is because myopically, state-based 

functions only minimize immediate costs, whereas non-

myopically they minimize total costs through less sensing. 

 Belief-based functions performed consistently for all policy 

depths due to always looking ahead to expected belief im-

provement, but achieved lower task rewards (higher costs) 

than state-based functions for longer policy depths (   ). 

 Hybrid rewards (      ) performed the best due to com-

bining cost-awareness (state-based rewards) and rapid belief 

improvements (belief-based rewards). 

 
Figure 1: Number of Mines Correctly Identified and Drilled 

 
Figure 2: Cumulative Task-based Rewards 

Note: Cost has negative task rewards due to very poor sensing 

 Increasing policy depth from 3 to 4 worsened performance of 

all functions but at different rates.  Thus, looking farther 

ahead is not always beneficial, which we intend to further 

study.  
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ABSTRACT
When a new observation is added to an existing logical the-
ory, it is often necessary to compute new consequences of
this observation together with the theory. This paper inves-
tigates whether this reasoning task can be performed incre-
mentally in a distributed setting involving first-order the-
ories. We propose a complete asynchronous algorithm for
this non-trivial task, and illustrate it with a small example.
As some produced consequences may not be new, we also
propose a post-processing technique to remove them.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence —Multiagent systems

General Terms
Algorithms, Theory

Keywords
Distributed Consequence Finding, Incremental Consequence
Finding, Abduction

1. INTRODUCTION
This paper deals with the problem of finding all interesting

new consequences which can be derived from some observa-
tions, given a full clausal theory. A consequence is deemed
interesting if it respects a given language bias, and new if
it is a consequence of the observations taken together with
the theory but was not a consequence of the theory alone.
Consequence finding is a general reasoning problem which
lies at the heart of many AI applications. By focusing on
computation of new consequences, one can perform efficient
online computation of interesting consequences, an essential
feature in dynamic contexts. On top of it, some problems
specifically require to compute only new consequences, such
as abduction by the principle of inverse entailment. Indeed,
the set of abductive hypotheses is exactly the set of the
negation of new consequences of the negated observation wrt
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the background theory. The computation of new interesting
consequences is thus a very important challenge.

Of course, one can always compute new consequences by
computing all consequences of the theory with and without
the observations, and making the difference. But focusing
only on new consequences is much more efficient.This can
be especially interesting in contexts where information is
accessed progressively. The research question we address
here is the following: does it still hold in a distributed set-
ting? There exist methods for computing new consequences
in a distributed setting [1], but restricted to the proposi-
tional case. On the other hand, some recent work [2] allows
computation of all interesting consequences of a distributed
first-order theory, but it cannot focus on the new ones. We
propose here a method that can deal with first order clausal
theories while focusing on interesting new consequences.

2. FINDING NEW CONSEQUENCES
A clause is a disjunction of literals. A clause C sub-

sumes another clause D if there is a substitution θ such that
Cθ ⊆ D. A clausal theory is a set of clauses, interpreted con-
junctively. A consequence of Σ is a clause entailed by Σ. A
clause C belongs to a production field P = 〈L〉, where L is
a set of literals closed under instantiation, iff every literal in
C belongs to L. The set of all subsumption-minimal con-
sequences of a theory Σ belonging to a production field P
is called the characteristic clauses of Σ wrt P [3], and de-
noted by Carc(Σ, P). When some observations O are added
to a clausal theory Σ, further consequences are derived due
to this new information. Such new and interesting conse-
quences are called new characteristic clauses. It is formally
defined as the set of all subsumption-minimal consequences
of Σ∪O belonging to P that are not consequences of Σ, and
is denoted by Newcarc(Σ, C, P).

We now consider a system of nA agents I = {0, . . . , nA −
1}, each having a clausal theory Σi. Some of these agents
make new observations (or acquire new information), rep-
resented as a set of clauses Oi. The objective is to deter-
mine all the new consequences of those new observations
O =

⋃
i∈I Oi wrt the whole theory Σ =

⋃
i∈I Σi belonging

to the shared target production field P = 〈LP 〉, that is, to
compute Newcarc(

⋃
i∈I Σi,

⋃
i∈I Oi, 〈LP 〉). This specifies a

distributed new consequence finding problem. We empha-
size that agents do not share their theories, though for better
efficiency, they share their respective languages.

Example 1. Consider a system of 4 agents, whose knowl-
edge (theory and new observations) is defined as follows:
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0: Σ0 = {f ∨ g, a ∨ g}, O0 = {e}.
1: Σ1 = {¬a ∨ b, ¬g ∨ h}, O1 = ∅.
2: Σ2 = {¬b ∨ c ∨ d, ¬d ∨ ¬e}, O2 = ∅.
3: Σ3 = {¬c ∨ ¬f}, O3 = ∅.

The target production field is P = 〈{h}〉 (i.e. LP = {h}).

3. DISTRIBUTED ALGORITHM
As in [4, 2], the main principle of our algorithm is to

compute locally all relevant new consequences (and only
those ones) and forward them to agents that can resolve
them. Relevant consequences are either (i)new character-
istics clauses of the problem, or (ii) bridge consequences,
that is, consequences that can be used by one or more other
agents to build such a new characteristic clause. In that
latter case, they necessarily contains literals that can be re-
solved by other agents. We thus define, for each agent i
the output language Li→ as the set of all literals that (i) i
might produce and (ii) can be resolved with a clause from
another agent. Likewise, the input language L→i of an agent
i is the set of all literals that (i) might be produced by an-
other agent and (ii) can be resolved by some clause in its
knowledge. Agents do not know each other theories, but
they know each other input languages. Agents can focus
their computations by using L→i and LP . Though a bridge
consequence C could have literals that are not in these pro-
duction fields, such literals can only appear if they were in a
received clause. We thus define the reduction of C wrt some
language L (reduc(C,L)) as the set of all literals that appear
in C, but do not appear in positive nor negative form in L.
To achieve better efficiency, we apply a prune function to the
received clauses, which checks them against Σi ∪ listCsqi,
removing any subsumed clause.

Algorithm 1 Asynchronous algorithm
Global variables of agent i:

Σi, Oi: initialized by problem, constant
firstRun ← true
listCsqi ← ∅

// Whenever agent i receive sentCl from an agent
Receive(sentCl)

if firstRun then sentCl ← sentCl ∪ Oi end if
firstRun ← false
// Computing new consequences
prune(sentCl)
pF ield ← 〈LP ∪ Li→ ∪ reduc(sentCl,Li→)〉
newCsqi ← newcarc(Σi ∪ listCsqi, sentCl, pF ield)
listCsqi ← listCsqi ∪ newCsqi
// Sending relevant new consequences to neighbours
for all agents j do

toSend[j]← ∅
for all c ∈ newCsqi do

if c contains literals from L→j then

toSend[j] ← toSend[j] ∪ {c}
end if

end for
if toSend[j] 6= ∅ then

send(j, toSend[j])
end if

end for
//Check new consequences as output
for all c ∈ newCsqi do

if belongs(c,LP ) then
Output c

end if
end for

End

Example 2. (ex. 1 ctd.) Figure 1 illustrates the unfold-
ing of the asynchronous algorithm. Each box represents
an agent applying the receive procedure. Arrows between
two boxes correspond to the communication of some clauses
(given as label) by the first agent to the second one. The pro-
cess is initiated by 0, who send e to 2 (as e is only in L→2).
Then 2 computes the new consequences of e wrt to Σ2 with

production field 〈{h, ¬b, ¬e, c}〉 getting ¬b ∨ c, which par-
tially belongs to L→1 (through ¬b) and L→3 (c). It is thus
sent to these two agents. Then 1 computes Newcarc(Σ1, ¬b∨
c, 〈{h, ¬a, b, ¬g, c}〉), and gets ¬a∨¬c, which is sent to 0 and
3, and so on, until h is sent as output and other branches
are closed.

0

2

e

1 3
¬b ∨ c

0 3 1 0
¬a ∨ c ¬b ∨ ¬f

3 1 0 0 1
g ∨ c

¬a ∨ ¬f ¬a ∨ ¬f ¬b ∨ g

1 0 3 1 0
g ∨ ¬f

h ∨ c g ¬a ∨ h

0 0 Output

h ∨ ¬f h ∨ ¬f h

Figure 1: Asynchronous resolution of pb 1.

Termination is guaranteed for non-recursive theories. Oth-
erwise, we need to enforce termination by fixing a limit to
the number of resolve operations that can be applied to
get a consequence. This algorithm is complete for multi-
agent new consequence finding, meaning that it outputs all
new consequences of

⋃
i∈I Oi wrt

⋃
i∈I Σi and 〈LP 〉. It

also ensures that each output is indeed a consequence of⋃
i∈I Oi ∪ ⋃

i∈I Σi. However, it might also be a consequence
of the theory alone (and thus not strictly a new conse-
quence). If our purpose is to incrementally compute all
characteristic clauses, this is not a problem at all, but in
some other cases, such as the computation of abductive hy-
pothesis, we should only output new characteristic clauses.
This can be ensured by computing, for each candidate conse-
quence C, NC = Newcarc(

⋃
i∈I Σi, ¬C, 〈∅〉). If NC = {∅},

C is not new, otherwise, it can be kept as a solution.

4. CONCLUSION
We proposed in this paper a complete asynchronous al-

gorithm to compute the new interesting consequences of
some observations with respect to a full clausal theory dis-
tributed among a set of agents. Termination is guaran-
teed in cases where the centralized case also terminates, and
soundness is ensured for incremental computations of con-
sequences. Moreover some post processing was proposed to
ensure soundness for computation of new consequences.

5. REFERENCES
[1] P. Adjiman, P. Chatalic, F. Goasdoué, M.-C. Rousset,
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ABSTRACT
The automation of user tasks by agents may involve decision mak-
ing that must take into account user preferences. This paper intro-
duces a decision making technique that reasons about preferences
and priorities expressed in a high-level language in order to choose
an option from the set of those available. Our technique includes
principles from psychology, concerning the way in which humans
make decisions. Our preference language is informed by a user
study on preference expression, which is also used to evaluate our
approach by comparing our results with those provided by a human
expert. The evaluation indicates that our technique makes choices
on behalf of the user with as good quality as made by the expert.

Categories and Subject Descriptors
H.4.2 [Information Systems Applications]: Types of Systems—
Decision support; I.2.11 [Computing Methodologies ]: Distributed
Artificial Intelligence —Intelligent agents

General Terms
Algorithms

Keywords
Agent Reasoning, Preferences, Decision Making, Autonomous Agents

1. INTRODUCTION
The automation of user tasks by agents may involve decision

making that must take into account user preferences. Our vision is
for agents to make decisions for users so that their choices match
those of users themselves, given adequate time and knowledge.
People do not act in isolation, and agents acting on their behalf
should not do so either. Where the option chosen for one user may
affect that of another (e.g., in deciding which hotel to stay at, we
both prefer to stay at the same hotel), agents need to coordinate
their actions. Such coordination between users reflects just one
among the many interacting preferences that agents may need to
consider. We argue that, by reflecting how users themselves de-
cide, there is a rationale for choices that is convincing to users.

This paper describes the first step towards this vision. Before
we can have decisions appropriate to multiple users, we must first
have agent reasoning appropriate to a single user. However, many
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different approaches have been proposed for reasoning about pref-
erences, but they address a restricted set of preference types, and
therefore are not able to process preferences provided by users in
many realistic scenarios. We propose a novel approach for reason-
ing about preferences. Specifically, the contributions of this work
are (i) a high-level preference language, informed by user prefer-
ences in natural language; and (ii) an automated decision-making
technique based on preferences and available options, and exploit-
ing psychological research into the way in which humans make
choices.

Our decision-maker takes as input a set of options over which a
choice is made, and a set of preferences expressed in the language
introduced below. It processes the preferences to select one option,
in such a way that the choice, and the decision not to choose alter-
natives, can be justified by the preferences. The output is a partially
ordered set, organised in four different levels: (i) the chosen op-
tion; (ii) acceptable options that are close to the chosen option, but
not chosen; (iii) eliminated options, discarded because of a hard
constraint; and (iv) dominated options. We apply heuristics used
by humans, specifically the principles of trade-off contrast and ex-
tremeness aversion [3], so that decisions more closely mirror user
choices if users are provided with sufficient time and knowledge.
In outline, the steps of our technique are as follows.
Pre-processing. Options are analysed to extract the essential data.
This includes how well option attributes meet the preferences, and
how options compare with regard to individual attributes.
Explication. Some preferences include important implicit infor-
mation, in addition to their literal meaning, and we extract it.
Elimination. Next, we eliminate options that do not meet strict
constraints, or that are dominated in every regard by other options.
Selection. Finally, we make the choice itself. As the remaining
options have both costs and benefits, we need to take account of all
preferences that lead to a decision, such as the relative importance
of attributes, plus heuristics, including the principles of trade-off
contrast and extremeness aversion adopted by humans [3].

2. PREFERENCE LANGUAGE
Humans express preferences in many ways, and we wish to pro-

vide them with this natural expressivity when delegating decisions
to a software agent. We propose a preference language derived
from an existing user study on choosing a laptop, based on around
200 preference specifications [1]. Our language defines seven types
of preference: constraints specify values that attributes must (not)
have; goals specify which attributes should be minimised or max-
imised; orders specify preferences over attributes; qualifying pref-
erences state how much an attribute value is wanted or needed;
rating preferences specify which values are best or worst; indif-
ferences specify the absence of preference between two attribute
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values; and don’t care preferences specify irrelevant attributes. In
addition, preferences may apply only conditionally, where the con-
dition is expressed in terms of attribute values, and priorities can
be expressed either between attributes or preferences, so that an
attribute or preference is given more weight in decision-making.

3. PRE-PROCESSING
Preferences can be monadic or dyadic, where the former evaluate

a single referent, e.g. an apartment less than 2.5km away from the
university is preferred, and the latter indicate a relation between two
referents, e.g. lower price is better. First, we pre-process the options
with regard to monadic and dyadic statements, thus building two
models for use in later steps.

Performatives such as need, require, and love are widely adopted
by users to express preferences over attributes, and so are included
in our language. Similarly, users may rate preferences from best
to worst. The rates and performatives used in monadic preferences
are captured by a Preference Satisfaction Model (PSM), which con-
sists of a table indicating how options satisfy monadic preferences
in terms of each attribute. The Options-Attribute Preference Model
(OAPM) is a table that captures comparisons between two options,
for individual attributes, showing which is better, or that no conclu-
sion can be drawn from the provided preferences. The OAPM is
based on preferences not used in the PSM, together with the PSM
itself, processed separately in a specific order, and establishing a
precedence: (i) order and indifference; (ii) goals; and (iii) PSM.

4. EXPLICATION AND ELIMINATION
Preferences always provide a literal meaning, but can also bring

additional information to derive new preferences, referred to as im-
plicit preferences. These never override information of explicitly
provided preferences, but enable determination of whether an op-
tion is preferred to another with respect to a certain attribute, when
this could not otherwise be concluded. We update the OAPM by
considering these implicit preferences, such as considering that a
higher value of an attribute (maximisation goal) is better then a
lower one, if there is a preference that establishes a lower bound
for this attribute, and both options satisfy this preference.

A typical approach adopted by users in making a choice is the
stepwise elimination of options until there remains a set of accept-
able options, ideally containing only one element, as in elimination
by aspects [4]. In the elimination step, we discard two types of
options: (i) dominated options; and (ii) options that do not satisfy
hard constraints. The OAPM and the PSM are used to identify these
options, respectively.

5. SELECTION
After elimination, we must choose an option from the acceptable

set, i.e. available options without those eliminated. Humans com-
monly make use of heuristics [2], that demand different amounts of
effort, typically choosing them by matching the effort required to
the importance of the decision. Our approach does not aim to re-
produce this behaviour, which relies on human decisions on invest-
ment of effort, but instead seeks to understand how users resolve
trade-offs, regardless of the effort made.

We begin the process of choosing an option by evaluating each
pair of options and assessing their costs and benefits. First, we
analyse the benefits of option o1 compared to option o2 for each
attribute, and do the same for o2 compared to o1. Benefits are cap-
tured by a real value from 0 to 1, indicating how much better one
option is than another, with respect to to one attribute. If the OAPM
indicates that o1 is not better than o2 for an attribute att, then the

benefit is 0, otherwise, to compute this benefit, we use the prefer-
ence used to set the OAPM value. Having considered attributes in
isolation, we now examine overall option benefits, via the priorities
provided. Based on priorities, we build an attribute partial order,
associating one level with each attribute. A function is adopted
to generate attribute weights, and we calculate the overall benefits
from o1 with respect to o2 using a weighted sum. It is important
to highlight that benefits are obtained solely from high-level pref-
erences, without requiring further interactions with the user.

If there are no dominated options in the set of acceptable options
then, for any two options, one is better for some attributes and the
same applies for the other. As a consequence, a trade-off must be
resolved to choose one of the two options. According to Simonson
and Tversky [3], people not only consider the two options being
compared and their costs and benefits, but also the cost and bene-
fit relationship (ratio), which is positioned in relation to this ratio
between other options. This is referred to as trade-off contrast. In
addition, humans also consider how extreme options are. Extreme
options have a large improvement for some attributes, e.g. qual-
ity, and a high penalty for others, e.g. price. In general, humans
avoid extreme options [3], referred to as extremeness aversion. We
therefore incorporate two new factors in the process of choosing an
option, based on a function that shows the trade-off between two
options and how extreme they are.

We have analysed three aspects of options: benefits, trade-off
relative to available options, and extremeness. The last two aspects
are also seen as benefits (or costs): if the trade-off between to op-
tions is better according to the average of the trade-off between
every other pair of options, it is also a benefit, and the less extreme
option has a benefit in comparison to the more extreme. The final
value of an option with respect to another is thus a weighted sum
of these benefits. Based on the v function, we identify the chosen
option as better than or equal to every other option. If different
options have the same value with respect to another, and they are
better than every other option, we randomly choose one of them.

6. CONCLUSIONS
Intelligent agents provided with mechanisms that enable them

to reason about preferences and make choices on behalf of users
are a promising solution for reducing user effort in the automation
of tasks. In this paper, we propose an automated decision making
technique, which chooses an option from the set of those avail-
able based on preferences and priorities expressed in a high-level
preference language. We improve decision-making by incorporat-
ing user-centric principles (trade-off contrast and extremeness aver-
sion) that are not explicitly expressed as preferences. Based on an
empirical evaluation, we can conclude that our technique makes
choices as good as those of a (human) domain expert.
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ABSTRACT
Multi-agent planning is a well-studied problem with appli-
cations in various areas. Due to computational constraints,
existing research typically focuses either on unstructured do-
mains with many agents, where we are content with heuristic
solutions, or domains with small numbers of agents or spe-
cial structure, where we can find provably near-optimal so-
lutions. In contrast, here we focus on provably near-optimal
solutions in domains with many agents, by exploiting influ-
ence limits. To that end, we make two key contributions: (a)
an algorithm, based on Lagrangian relaxation and random-
ized rounding, for solving multi-agent planning problems
represented as large mixed-integer programs; (b) a proof of
convergence of our algorithm to a near-optimal solution.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed AI

General Terms
Algorithms, Experimentation

Keywords
Multi-agent Planning, Lagrangian Relaxation

1. INTRODUCTION
Rapid progress in ubiquitous computing has enabled real-

time delivery of contextualized information via devices (such
as mobile phones and car navigation devices) over wide ar-
eas. As a result, a new kind of information service for mass
user support is beginning to emerge. Examples include ser-
vices that coordinate movements of first responders during
a disaster rescue [1], movements of taxis in a fleet [3] and
movements of visitors in leisure destinations (such as theme
parks or world expositions). In these services, users are
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@ Singapore Funding Initiative and administered by the
IDM Programme Office.
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typically represented by computational agents that perform
real-time planning and adaptation. Designing coordination
mechanisms that can govern these services in ways that meet
global criteria such as fairness, revenue maximization, sta-
bility/convergence, and efficient resource utilization is a re-
search challenge. Motivated by this challenge, we present an
algorithm, based on Lagrangian relaxation and randomized
rounding, for large-scale multi-agent planning problems. We
prove convergence to an optimal solution as the number of
agents increases; in fact, the quality of the solution actually
improves as the problem size increases.

2. ILLUSTRATIVE DOMAIN
We motivate our work with a theme park crowd

management problem, represented with a tuple
〈A,P, {A(pi)}n1 , {dai}k1 , {Ui}n1 , H〉, where A = {ai}k1 is
the set of attractions in the theme park; P = {pi}n1 is the
set of patrons in the theme park; A(pi) ⊆ A is the subset of
attractions that patron pi prefers to visit; dai is the service
rate of attraction ai, that is, the number of patrons it can
serve per time step; Ui is the utility function of patron pi;
and H is the time horizon. The goal is to find the route πi
for each patron pi such that the sum of utilities Ui(πi) over
all patrons is maximized.

3. MULTI-AGENT PLANNING PROBLEM
We represent the multi-agent planning problems as a

large-scale mixed-integer program with special structure.
This representation is very general, subsuming for exam-
ple Markov decision processes, network flows, and graphical
models such as influence diagrams, via reductions based on
sampling scenarios [2]. Our chief assumptions are factored
structure, the existence of local planning subroutines, and
an influence limit for each agent. The efficiency of our al-
gorithm will depend on the factored structure and the num-
ber and difficulty of local planning problems; our solution
quality bounds will improve with more agents and tighter
influence limits.

In more detail, we suppose that agent i’s plan is rep-
resented by a set of decision variables xi ∈ Rni , subject
to local constraints Aixi = bi, xi ∈ Xi and local costs
c>i xi. The agents interact through coupling constraints
min fj(yj), where yj =

∑n
i=1 `

>
ijxi is resource consumption

and fj : R → R ∪ {∞} is a closed proper convex function
representing resource cost. The global planning problem is
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Inputs: ci, Ci, `ij , fj , η, T, εj , αmax
j , αmin

j Outputs: x̄i, λ̄j

λj0 ← 0 j = 1 . . .m

for t← 1, 2, . . . , T

xit ← arg maxx[c>i x−
∑m
j=1 λj`

>
ijx] i = 1 . . . n

s.t. x ∈ Xi, Aix = bi

yj ← εj +
∑n
i=1 `

>
ijxit j = 1 . . .m

zj ← arg maxz[λjz − fj(z)] j = 1 . . .m

λjt ← λj,t−1 + η√
t
(yj − zj) j = 1 . . .m

λjt ← max(αmin
j ,min(αmax

j , λjt)) j = 1 . . .m

x̄i ← 1
t

∑t
k=1 xik i = 1 . . . n

λ̄j ← 1
t

∑t
k=1 λjk j = 1 . . .m

round x̄i to xi as described in text i = 1 . . .m

Figure 1: SLR Pseudocode

therefore:

max
x

Vp(x) s.t. Aixi = bi, xi ∈ Xi ∀i (1)

Vp(x) =

n∑

i=1

c>i xi −
m∑

j=1

fj

(
n∑

i=1

`>ijxi

)

This problem is NP-hard and inapproximable; but, we can
take advantage of a limit on the largest influence of any
agent to solve it efficiently. More formally, we assume, first,
that no agent controls a disproportionate share of the utility
or resources: there is a constant U > 0 such that

−U
n
|V ∗p | ≤ c>i xi ≤

U

n
|V ∗p | (2)

−U
n
|y∗j | ≤ `>ijxi ≤

U

n
|y∗j | (3)

for all i, j, and xi ∈ Xi. Here V ∗p is the optimal value
in Eq. 1 and y∗j is the usage of resource j in some optimal
solution. Second, we suppose that the optimization prob-
lem as a whole is well conditioned: suppose we redefine the
consumption cost in Eq. 1 to be

fj
(
εj +

∑n
i=1 `

>
ijxi

)
(4)

for some small εj ≥ 0. Let V ∗ε be the optimal value of Eq. 1
in this case. Then, we assume that there exists an εmax > 0,
a κ > 0, and a ∆ > 0 such that, whenever 0 ≤ εj ≤ εmax,

V ∗ε ≥ V ∗p − κ
∑
j εj −∆/n (5)

4. SLR ALGORITHM
Fig. 1 shows the Subgradient Lagrangian Relaxation (SLR)

algorithm. Inputs are the problem parameters ci, Ai, bi, `ij ,
fj (as in Eq. 1); learning rate η > 0 and number of iterations
T ; bounds αmax

j and αmin
j on the slope of fj ; and target

margins εj . Outputs are expected plans x̄i for each agent,
as well as prices λ̄j for each resource; the latter can be used
to check convergence.

We cannot directly execute the final aggregated policy x̄:
since the domains Xi are typically non-convex, averaging
feasible solutions does not typically yield a feasible solution.
To remedy this problem, we use randomized rounding: each
agent independently picks a random locally-feasible policy
xi according to a distribution which makes E(xi) = x̄i. (One
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Figure 2: Experimental Results of SLR

such distribution is the uniform distribution over xit for t =
1 . . . T .) To ensure feasibility, we set the margin εj to trade
off total predicted utility against the possibility of violating
resource constraints.

The following theorem shows that we can set the parame-
ters of SLR to guarantee that rounding yields a high-quality
plan with high probability, and that, with these parameters,
the expected runtime of SLR will be a low-order polyno-
mial in the problem size. In particular, we can pick any
desired failure probability, say δ = 0.01, and a decreasing
convergence tolerance, say γ = 1/

√
n. Then, we can set

ε = Θ( ln 1/δ√
n

), η = Θ(1), and T = Θ(γ−2) = Θ(n) to achieve

low error, polynomial runtime, and high success probability.
(And, we can make the success probability arbitrarily close
to 1 by repeating the rounding step.)

Theorem 1. Suppose influence limits are guaranteed by
Eqs. 2–5. Fix ε ≤ εmax, set εj = ε for all j, and run SLR
(Fig. 1) to some tolerance γ. Let each agent randomize in-
dependently with E(xi) = x̄i. Set

δ = e−nε
2/2U2|V ∗p |2 +me−nε

2/2U2|y∗j |2

Then, with probability at least 1− δ,
Vp(x) ≥ V ∗p −∆/n− (κm+ 1)ε− γ

5. EXPERIMENTAL RESULTS
For our experiments, using the notation from above, we

set |A| = 10, δai = 5 for all attractions, n = 1500, k = 10,
and vary H from 5 to 10. Fig. 2 shows a set of representa-
tive results, where we plot the primal and dual values (from
Eq. 1 and its dual) across iterations. The primal and dual
values increase with H, since higher H lets some patrons
visit attractions that they would otherwise have skipped.
Convergence is fast for all problems, and the duality gap is
small, indicating that we have reached a near-optimal solu-
tion in this large-scale problem instance.
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ABSTRACT

Multiagent POMDPs provide a powerful framework for opti-
mal decision making under the assumption of instantaneous
communication. We focus on a delayed communication set-
ting (MPOMDP-DC), in which broadcast information is de-
layed by at most one time step. Such an assumption is in fact
more appropriate for applications in which response time is
critical. However, naive application of incremental pruning,
the core of many state-of-the-art POMDP techniques, is in-
tractable for MPOMDP-DCs. We overcome this problem
by introducing a tree-based pruning technique. Experiments
show that the method outperforms naive incremental prun-
ing by orders of magnitude, allowing for the solution of larger
problems.

Categories and Subject Descriptors

I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems

General Terms

Algorithms, Performance

Keywords

Multiagent planning under uncertainty, Multiagent POMDP,
Delayed communication

1. INTRODUCTION
Planning under uncertainty in multiagent systems can

be neatly formalized as a decentralized partially observable
Markov decision process (Dec-POMDP), but solving a Dec-
POMDP is a complex (NEXP-complete) task. Communi-
cation can mitigate some of these complexities; by allowing
agents to share their individual observations the problem re-
duces to a so-called multiagent POMDP (MPOMDP), a spe-
cial instance of the standard POMDP [3] which is ‘merely’
in PSPACE. However, this model requires the agents to per-
form full synchronization of their knowledge before selecting
a next action, which is inappropriate in domains in which
agents may need to act fast in response to their individual
observations.

In this paper we focus on a class of problems where agents
share their individual observations with a one step delay.

Appears in: Proceedings of the 11th International Con-
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That is, agents act using a one step delayed sharing pat-
tern, resulting in an MPOMDP with delayed communication
(MPOMDP-DC). Solutions for such settings are also useful
under longer delays [5]. Moreover, this class is particularly
interesting, because it avoids the delay in action selection
due to synchronization, while it is very similar to the stan-
dard POMDP. However, even though dynamic programming
algorithms date back to the seventies [2], computational dif-
ficulties have limited the model’s applicability.

The MPOMDP-DC value function is piecewise-linear and
convex over the joint belief space [2], which is a property
exploited by many regular POMDP solvers. However, in-
cremental pruning (IP) [1], that performs a key operation,
the so-called cross-sum, more efficiently, is not directly able
to achieve the same improvements under delayed communi-
cation. A problem is the need to loop over a number of de-
cision rules that is exponential both in the number of agents
and in the number of observations.

In this paper, we target this additional complexity by
proposing tree-based pruning with memoization, TBP-M,
a method that operates over a tree structure in order to
perform the cross-sum operation. Our experimental results
indicate that it successfully avoids duplicate work by caching
the result of computations at internal nodes and thus accel-
erates computation (at the cost of memory).

2. MODEL
An MPOMDP consists of the following componenents: a

finite set of n agents; a finite set of states S; a set A =
{a1, . . . ,a|A|} of joint actions a = 〈a1,...,an〉; a set O =

{o1, . . . , o|O|} of joint observations o = 〈o1,...,on〉; a transi-
tion and observation function that specify the probabilities
P a(s′|s) and Oa(o|s); a reward function that specifies the
reward Ra(s); and h is the (finite) horizon. An MPOMDP-
DC is an MPOMDP where communication is received with
a one-step delay. The joint policy π = (δ0,δ1, . . . ,δh−1) in
such settings is a sequence of joint decision rules that specify
an individual decision rule δt = 〈δt

1, . . . ,δ
t
n〉 for each agent.

Each δt
i maps

〈
bt−1,at−1,ot

i

〉
-tuples to individual actions at

i.
The value of an MPOMDP-DC is a function of joint beliefs:

Qt(b,a) = Ra
B(b) + max

β

∑

o

P a(o|b)Qt+1(b′,β(o)), (1)

where β = 〈β1, . . . ,βn〉 is a decentralized control law which
the agents use to map individual observations to actions:
β(o) = 〈β1(o1), . . . ,βn(on)〉. That way we decompose δt

into a collection of β, one for each 〈b,a〉-pair.
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Figure 1: The computation tree of Vt
a.

3. TREE-BASED PRUNING
As for an (M)POMDP, we can represent (1) using vec-

tors [4]. However, in the MPOMDP-DC case not all combi-
nations of next-stage vectors are possible; the actions they
specify should be consistent with an admissible decentral-
ized control law β. We can define ‘back projected’ vectors
gaoa′ ∈ Gaoa′ (see [4]). From these we construct the parsi-
monious representation

Vt
a = Prune

⋃

β∈B

(
{Ra} ⊕ Gao1β(o1) ⊕ · · · ⊕ Gao|O|β(o|O|)

)
(2)

where the cross-sum A ⊕ B = {a + b | a ∈ A, b ∈ B}.
A naive way of performing incremental pruning (IP) [1]

is to perform IP for each β. Their number, however, is ex-
ponential both in the number of agents and in the number
of observations. Moreover, this method performs a lot of
duplicate work. E.g., there are many β that specify β(o1) =
ak, β(o2) = al, but for each of them Prune(Gao1ak ⊕Gao2al) is
recomputed. In order to overcome these drawbacks, we pro-
pose a different approach: for each β, we directly construct
construct the parsimonious representation via a computa-
tion tree.

In particular, it is possible to interpret β as a vector of
joint actions, 〈a(1) . . . a(|O|)〉, where a(j) denotes the joint
action selected for the j-th joint observation. This allows us
to decompose the union over β into dependent unions over
joint actions, resulting in the computation tree illustrated
in Fig. 1 for a fictitious 2-action (x and y) 2-observation (1
and 2) MPOMDP-DC. The root of the tree, Vt

a, is the result
of the computation. There are two 2 types of internal, or
operator, nodes: cross-sum and union. All the leafs are sets
of vectors. An operator node n takes as input the sets from
its children, and propagates the result up to its parent. The
j-th union node on a path from root to leaf performs the
union ∪a(j)

and thus has children corresponding to different

assignments of a joint action to oj (indicated by the gray
bands). It is important to realize that the options avail-
able for a(j) depend on the action choices

(
a(1), . . . ,a(j−1)

)

made higher up in the tree; given those earlier choices, some
a(j) may lead to conflicting individual actions for the same

Problem(h) TBP-M Naive IP TBP-noM
Dec-Tiger(5) 0.13 0.23 0.09
Dec-Tiger(15) 0.98 2.54 1.19
OneDoor(3) 53.64 304.72 56.53
GridSmall(2) 3.93 64.03 3.80
MG2x2(2) 171.07 382093.00 516.03
MG2x2(4) 1115.06 2813.10
D-T Creaks(2) 63.14 109.27 121.99
D-T Creaks(5) 286.53 8277.32 2046.73
Box Push.(2) 132.13 1832.98 1961.38

Table 1: Timing results (in s).

individual observation.
Now, to compute Vt

a we propose tree-based (incremental)
pruning (TBP): it expands the computation tree and, when
the results are being propagated to the top of the tree,
it prunes dominated vectors at each internal node. How-
ever, Fig. 1 shows another important issue: there are iden-
tical sub-trees in this computation tree, as indicated by the
dashed green ovals, which means that we would be doing
unnecessary work. We address this problem by memoiza-
tion, i.e., caching of intermediate results, and refer to the
resulting method as TBP-M.

Table 1 shows timing results for six benchmark prob-
lems, for a set of planning horizons (depending on the prob-
lem). We can see that for all domains TBP-M outperforms
Naive IP, often by an order of magnitude and up to 3 or-
ders of magnitude. We also compared against TBP-noM:
a strawman version of TBP-M that does not perform any
memoization and re-computes duplicate parts of the tree.
It allows us to see the effect of tree-based pruning, without
the extra speedups provided by memoization: memoization
significantly speeds up computations.

4. CONCLUSIONS
We addressed the problem of the additional complexity

that the MPOMDP-DC backup exhibits over the backup
for the MPOMDP. We showed that the DC backup opera-
tor can be represented as a computation tree and presented
TBP-M, a method to exploit this tree structure. An em-
pirical evaluation on a number of benchmark problems that
indicates that TBP-M can realize speedups of 3 orders of
magnitude over the naive IP baseline.
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ABSTRACT
We adapt backward planning to Logics of Communication
and Change (LCC), that model how do actions, announce-
ments and sensing change facts and agents’ beliefs. An LCC
planner takes into account the epistemic effects of planned
actions upon other agents, if their beliefs are relevant to
her goals. Our results include: a characterization of frame
axioms as theorems in ∗-free LCC, and soundness and com-
pleteness results for deterministic planning and strong plan-
ning in the non-deterministic case.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
Agents

General Terms
Algorithms, Theory

Keywords
Dynamic Epistemic Logic, Planning, Communication

1. INTRODUCTION
In the present contribution, we adapt backward planning

techniques to the Logics of Communication and Change
(LCC). An LCC reasoning agent (who can foresee the pos-
sible epistemic effects of her actions and communications)
is endowed with planning abilities to achieve some goals by
means of LCC action models. This greatly expands on the
social complexity of multi-agent planning scenarios.

Example 1.1. Agent a is having a party, and would like
her friend b to assist without their friend c. If b is secretive,
a private announcement to b will suffice. However, suppose
that b tells everything to c. Yet, if a knows that c only as-
sists to parties with beer, while b’s interests also include jazz
music (the party will include both), a solution may consist
in informing b only about jazz.

Example 1.2. Agent a just bet agent b 10 coins that the
next coin toss will land heads (h); a can sense and even flip
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the coin without b ever suspecting it. A successful plan seems
to be: toss the coin; if sense that h, then announce it to b;
otherwise flip the coin and announce h.

Related Work: [1] studies forward planning in LCC [2],
under a semantic approach. Because of the large number
of LCC actions available (one announcement per formula)
forward planning faces the state-explosion problem. Thus,
(deduction-based) backward planning seems appropriate.

2. LCC AND FRAME AXIOMS.

Definition 2.1. The language LPDL of ∗-free PDL, for
a given sets of atoms p ∈ Var and agents a ∈ Ag is:

ϕ ::= Var | ¬ϕ | ϕ1 ∧ ϕ2 | [π]ϕ
π ::= a | ?ϕ | π1;π2 | π1 ∪ π2

with the usual abbreviations for ⊥,∨,↔ and 〈π〉.

For LCC, we read an atomic program [a] as a believes that,
composition “;” is nested belief, and ∪ defines group belief.

LCC extends LPDL with modalities for pointed action
models [U, e]. An action model is U = (E,R, pre, post), with
an action e ∈ E being defined by a precondition pre(e), a
LCC-formula, and a postcondition post(e), a substitution
σ : p 7→ ϕ expressing that after executing e, the truth-value
of p becomes that of ϕ (before the execution). In the present
paper, though, we limit to the case σ(p) ∈ {>, p,⊥}, stud-
ied in [3]. The accessibility relations eR(a)f denote actions f
that cannot be distinguished from e by a. The skip action is
given by the identity substitution. A truthful (resp. lying)
communication of p by agent a to a set of (credulous) agents
B ⊆ Ag, denoted p!aB (resp. p†aB) has pre(p!aB) = p (resp.
pre(p†aB) = ¬p).

We further extend the language of LCC with composition
⊗ and choice ∪ for action models.

Proposition 2.2. The axioms of LCC [2] plus the next
two axioms are a complete axiomatization of LCC + {⊗,∪}.

[U∪, e ∪ e′]ϕ ↔ [U, e]ϕ ∧ [U, e′]ϕ
[U⊗ U, e⊗ e′]ϕ ↔ [U, e][U, e′]ϕ

Frame axioms describe the conditions for a formula ϕ to
be preserved after executing e. The presence of ontic actions
makes LCC frame axioms FA(e, ϕ) non-trivial, see Figure 1.
The naive form cannot address the cases p ∨ q or [a]p.

Proposition 2.3. The frame axioms FA(e, ϕ) as in Fig.
1 (Right) can be inductively defined, and are valid in LCC:
if cond(FA(e, ϕ)) holds, then |= ant(FA(e, ϕ))→ [U, e]ϕ.
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if 6|= [U, e]¬ϕ if cond(FA(e, ϕ))
then |= ϕ→ [U, e]ϕ then |= ant(FA(e, ϕ))→ [U, e]ϕ

Figure 1: Frame axiom for e, ϕ: (Left) Naive form.
(Right) Correct form.

3. DETERMINISTIC PLANNING.
A planning domain is defined by a set A ⊆ E of available

actions, and a pair (T,G), where T,G ⊆ LPDL describe the
initial state and goals. Deterministic actions are just some
subset A ⊆ E in LCC + {⊗}. Given e ∈ A, its effects are
X(e) = {ψ ∈ LPDL :|= pre(e)→ [U, e]ψ}.

Definition 3.1. Given a planning domain (T,G), actions
A, and a program π, we say π is a solution for (T,G) in A

iff (1) ` ∧T → 〈π〉>, and (2) ` ∧T → [π]
∧
G.

A solution must (1) be executable in T , and (2) lead toG. To
solve a planning domain (T,G), we adopt the Breadth First
Search (BFS) for incremental backward planning: starting
with the empty plan for G, at each step πk = (κ0, . . . , κk) we
add a step πk+1 = (κ0, . . . , κk, κk+1), delete the open goals
of πk enforced by κk+1, and add as new open goals pre(κk+1).
This step κ can be an action step e ∈ A, or a proof step A.
Proof steps split complex goals, e.g. ϕ∧ψ, into simpler goals
ϕ,ψ each of which can directly be enforced by some action
e ∈ A. This is done by means of a planned LCC-proof A =
〈ϕ,ψ, . . . , ϕ ∧ ψ〉, where pre(A) = {ϕ,ψ} denotes the (non-
tautological) premisses ofA and X(A) = ϕ∧ψ its conclusion.
Action steps must respect the frame axioms FA(e, ϕ) for each
goals ϕ in πk unaddressed by πk+1. That is, for ek+1 to refine
πk into a plan πk+1, the condition cond(FA(ek+1, ϕ)) must
be true, and ant(FA(ek+1, ϕ)) must be added as an open goal
of πk+1. Finally, the set of open goals of πk+1 must also be
consistent. Similar conditions apply to proof steps A, to
make πk+1 a plan. Note the plan π = (e0,A0, . . . ,An, en)
translates into logical form [U, en],. . . , [U, e0], with action
steps in inverse order, and where proof steps are omitted
(LCC will enforce them anyway).

Theorem 3.2. Let (e0, . . . , en) be an output of the BFS
algorithm for (T,G) in A. Then [U, en] . . . [U, e0] is a so-
lution for (T,G). Conversely, suppose some deterministic
solution [U, en] . . . [U, e0] exists for (T,G) in A. Then the
BFS algorithm terminates with a solution for (T,G) in A.

Planning in others’ shoes For multi-agent scenarios, we
can define an algorithm that computes the reactions to one’s
plan by other planner agents. Then, a plan is called stable if
these reactions do not lead to a state where G is not satisfied.

Example 3.3. (Cont’d) Recall Example 1.1. b’s goals are
(beer ∨ jazz) → @party(b) as well as {[b]ϕ → [c]ϕ}ϕ∈LPDL ;
and c has goal beer → @party(b). It can be seen that the
naive solution beer!ab is not stable: agents’ reactions lead to
the output (beer!ab⊗beer!bc ⊗go.party(b)⊗go.party(c)), which
makes ¬@party(c) false. In contrast, jazz!ab is stable: the
output is 〈(jazz!ab ⊗ jazz!bc ⊗ go.party(b)〉.

4. NON-DETERMINISTIC PLANNING
For planning involving actions with disjunctive effects ϕ1∨

ϕ2, one first stipulates actions ei with ϕi ∈ X(ei). While
e1 ∪ e2 ∈ A is available, individual actions ei are not: ei ∈
ErA.

A plan is now a 4-tuple: plan = (sequence of actions, open
goals, initial state, original goals). We reduce the problem
of building a non-deterministic plan into that of solving a
sequence of deterministic planning problems. To do so, we

define a plan set Π as a sequence of plans Π = 〈πξ, πξ′ , . . .〉
enumerated by sequences ξ ∈ {∅} ∪ {1, 2}<ω and ordered
lexicographically, e.g. ∅ <lex 1 <lex 11 <lex 12 <lex 2. This
ordering represents the order in which plans are solved. See
Figure 2 for an illustration of the algorithm in Example
1.2. Non-deterministic planning is done by a series of BFS
searches.

Figure 2: Refining πξ with toss(h)∪ toss(¬h) splits πξ into

three deterministic plan search problems πξ, πξ1, πξ2.

To make sure that a plan π with e1∪e2 is logically accept-
able, a reset action ρ might be needed to harmonize effects:
e1 ∪ (e2 ⊗ ρ). These ρ do not contribute to the success of π.

Theorem 4.1. Let π be an output of the BFS for (T,G).
Then π is a solution for (T,G) in A. Conversely, if a non-
deterministic solution exists, then the BFS output for (T,G)
in A is a solution.

Conclusions and Future Work
We studied backward deterministic and strong planning for
LCC logics. Several directions seem interesting: belief re-
vision, the ∗ operator for strong cyclic planning and decid-
ability/complexity issues, among others.
Acknowledgements: This work has been funded by projects
AT (CSD 2007-022); LoMoReVI (FFI2008-03126-E/FILO
FP006); ARINF (TIN2009-14704-C03-03); and the GenCat
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ABSTRACT
A key challenge in non-cooperative multi-agent systems is
that of developing efficient planning algorithms for intelli-
gent agents to perform effectively among boundedly ratio-
nal1, self-interested (i.e., non-cooperative) agents (e.g., hu-
mans). To address this challenge, we investigate how inten-
tion prediction can be efficiently exploited and made practi-
cal in planning, thereby leading to efficient intention-aware
planning frameworks capable of predicting the intentions of
other agents and acting optimally with respect to their pre-
dicted intentions.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
agents, Multiagent systems

General Terms
Algorithms, Performance, Experimentation, Theory

Keywords
Planning (single and multi-agent), Modeling other agents
and self

1. INTRODUCTION
To date, existing planning frameworks for non-cooperative

multi-agent systems (MAS) can be generally classified into:
(a) game-theoretic frameworks rely on the well-established
solution concepts of classical game theory to characterize in-
teractions among self-interested agents; (b) decision-theoretic
frameworks extend single-agent decision-theoretic planning
framework (e.g., MDP, POMDP) by considering other agents
as a stochastic part of the environment. However, such
frameworks suffer from the following drawbacks: (a) the re-
strictive assumptions on other agents’ behaviors, as implied
by the solution concepts [3, 4]; (b) the failure in accounting
for agents’ deliberative and boundedly rational behaviors
that cannot be sufficiently modeled as stochastic noise in the
transition model. Alternatively, the interactive POMDP (I-
POMDP) framework [2] attempts to explicitly account for
the bounded rationality of self-interested agents by main-
taining an agent’s interactive beliefs over both the physi-

1Boundedly rational agents are subject to limited informa-
tion, cognition, and time while making decisions.
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cal states and the other agents’ beliefs. As a result, solv-
ing I-POMDP requires solving an exponential number of
POMDPs [2], which are prohibitively expensive. To resolve
the above issues, we propose practical and efficient formal,
principled intention-aware planning frameworks for interact-
ing with boundedly rational, self-interested agents:

• Nested MDP framework for interacting in fully observ-
able environments (Section 2): inspired by [1], it consti-
tutes a recursive reasoning formalism to predict the other
agents’ intention efficiently and such predictive informa-
tion is then exploited to plan our agent’s optimal interac-
tion policy. The cost of solving nested MDP is linear in
the length of time horizon and the depth of reasoning.

• Intention-aware POMDP (IA-POMDP) framework for in-
teracting in partially observable environments (Section 3):
it extends nested MDP by integrating it into POMDP for
tracking our agent’s belief. By exploiting problem struc-
ture in terms of the other agents’ full observability, IA-
POMDP can be solved efficiently in polynomial time.

2. NESTED MDP
Nested MDP constitutes a recursive reasoning process com-

prising k reasoning levels: at level 0, our agent’s best re-
sponse is computed by considering the other agent’s actions
as stochastic noise in an MDP’s transition model. At level
k ≥ 1, our agent plans its optimal strategy by assuming that
the other agent’s strategy is based only on lower reasoning
levels 0, . . . , k − 1. Formally, nested MDP at level k ≥ 1 for

agent 1 is a tuple Mk
1
4
= (S,U, V, T,R, {πi2}k−1

i=0 , φ) where

• S is a set of all possible states of the environment;

• U and V are sets of all possible actions available to agents
1 and 2, respectively;

• T : S×U×V×S → [0, 1] denotes the transition probability
of going from state s ∈ S to state s′ ∈ S using agent 1’s
action u ∈ U and agent 2’s action v ∈ V ;

• R : S × U × V → R is the reward function of agent 1;

• πi2 : S × V → [0, 1] is the reasoning model at level i < k
predicting the mixed strategy of agent 2 for each state;

• φ ∈ (0, 1) is a discount factor.

The optimal value function of nested MDP Mk
1 at level k ≥ 1

for agent 1 satisfies the following Bellman equation:

Uk1 (s)
4
= max

u∈U

∑

v∈V
π̂k−1
2 (s, v) Qk1(s, u, v)

Qk1(s, u, v)
4
=R(s, u, v) + φ

∑

s′∈S
T (s, u, v, s′) Uk1 (s′)

(1)

1233



where the mixed strategy π̂k−1
2 of the other agent 2 is pre-

dicted by averaging uniformly over all its reasoning models
{πi2}k−1

i=0 at levels 0, 1, . . . , k − 1 because its actual level of
reasoning is not known to our agent 1:

π̂k−1
2 (s, v)

4
= β

k−1∑

i=0

πi2(s, v) . (2)

Agent 2’s reasoning model π0
2 at level 0 is induced by solv-

ing a conventional MDP that represents agent 1’s actions
as stochastic noise in its transition model. To obtain agent
2’s reasoning models {πi2}k−1

i=1 at levels i = 1, . . . , k − 1, let
Opti2(s) be the set of agent 2’s optimal actions for state s
induced by solving its nested MDP M i

2, which recursively in-
volves building agent 1’s reasoning models {πl1}i−1

l=0 at levels
l = 0, 1, . . . , i− 1, by definition. Then,

πi2(s, v)
4
=

{
|Opti2(s)|−1 if v ∈ Opti2(s),

0 otherwise.

After predicting agent 2’s strategy π̂k−1
2 (2), agent 1’s op-

timal policy (i.e., reasoning model) πk1 at level k can be
induced by solving its corresponding nested MDP Mk

1 (1).

3. INTENTION-AWARE POMDP
To tackle partial observability, it seems obvious to first

consider generalizing the recursive reasoning formalism of
nested MDP. This approach yields two practical complica-
tions: (a) our agent’s belief over both the physical states and
the other agent’s belief has to be modeled, and (b) the other
agent’s mixed strategy has to be predicted for each of its
infinitely many possible beliefs. The I-POMDP framework
faces both difficulties and consequently incurs a prohibitively
expensive processing cost that involves solving exponential
number of POMDPs [2]. In practice where we are subject
to limited information, cognition, and time, we hardly re-
call performing such sophisticated modeling of our human
counterpart during interaction. Instead, we often make sat-
isficing decisions by limiting our predictions of counterpart’s
strategy to some specific states and considering how likely
each state is based on our belief over these states.

To realize this intuition, we propose an alternative intention-
aware POMDP (IA-POMDP) framework by exploiting the
following structural assumption: the environment is fully ob-
servable to the other agent. Such an assumption is practical
to make when the other agent’s sensing capability is superior
(e.g., human) or we do not know nor want to underestimate
the other agent’s sensing capability, especially in competi-
tive scenarios. Surprisingly, this simple assumption allevi-
ates both difficulties faced by I-POMDP, thus making IA-
POMDP computationally efficient. Compared to existing
game-theoretic frameworks [3, 4], our assumption is far less
restrictive. More importantly, though it makes IA-POMDP
less expressive than I-POMDP, it significantly boosts the
practicality of decision-theoretic planning frameworks for
non-cooperative MAS. Formally, IA-POMDP for agent 1 is
defined as a tuple (S,U, V,O, T, Z,R, π̂k2 , φ, b0) where

• S is a set of all possible states of the environment;

• U and V are sets of all possible actions available to our
agent 1 and the other agent 2, respectively;

• O is a set of all possible observations of our agent 1;

• T : S × U × V × S → [0, 1] is a transition function that
depends on the joint actions of both agents;

• Z : S ×U ×O → [0, 1] denotes the probability Pr(o|s′, u)
of making observation o ∈ O in state s′ ∈ S using our
agent 1’s action u ∈ U ;

• R : S × U × V → R is the reward function of agent 1;

• π̂k2 : S × V → [0, 1] denotes the predictive probability
Pr(v|s) (i.e., predicted mixed strategy) of agent 2 select-
ing action v in state s and is derived using (2) by solving
its nested MDPs at levels 0, . . . , k;

• φ ∈ (0, 1) is a discount factor; and

• b0 ∈ ∆(S) is a prior belief over the states of environment.

Solving IA-POMDP involves choosing the policy that max-
imizes the expected total reward with respect to the pre-
diction of agent 2’s mixed strategy using nested MDP. The
optimal value function of IA-POMDP for our agent 1 satis-
fies the following Bellman equation:

Vn+1(b) = max
u

Qn+1(b, u)

Qn+1(b, u) = R(b, u) + φ
∑

v,o

Pr(v, o|b, u) Vn(b′)

where our agent 1’s expected immediate payoff is

R(b, u) =
∑

s,v

R(s, u, v) Pr(v|s) b(s)

and the belief update is

b′(s′) = β Z(s′, u, o)
∑

s

T (s, u, v, s′) Pr(v|s) b(s) .

Like POMDP, the optimal value function Vn(b) of IA-POMDP
can be approximated arbitrarily closely (for infinite horizon)
by a piecewise-linear and convex function that takes the form
of a set Vn

2 of α vectors: Vn(b) = maxα∈Vn(α · b). Thus,
solving IA-POMDP is equivalent to computing the corre-
sponding set of α vectors, which grows exponentially with
the time horizon: |Vn+1| = |U ||Vn||V ||O|. To avoid this ex-
ponential blow-up, IA-POMDP inherits essential properties
from POMDP that make it amenable to be solved by exist-
ing sampling-based algorithms, such as [5], of POMDP in
polynomial time. For interested readers, a further technical
discussion of IA-POMDP as well as an empirical evaluation
of our proposed frameworks can be found in the extended
version of this paper3.
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ABSTRACT
Traditional models for planning under uncertainty such as
Markov Decision Processes (MDPs) or Partially Observable
MDPs (POMDPs) assume that the observations about the
results of agent actions are instantly available to the agent.
In so doing, they are no longer applicable to domains where
observations are received with delays caused by temporary
unavailability of information (e.g. delayed response of the
market to a new product). To that end, we make the follow-
ing key contributions towards solving Delayed observation
POMDPs (D-POMDPs): (i) We first provide an parame-
terized approximate algorithm for solving D-POMDPs effi-
ciently, with desired accuracy; and (ii) We then propose a
policy execution technique that adjusts the policy at run-
time to account for the actual realization of observations.
We then show the performance of our techniques on POMDP
benchmark problems with delayed observations where ex-
plicit modeling of delayed observations leads to solutions of
superior quality.

Categories and Subject Descriptors
G [3]: Markov Processes

General Terms
Algorithms

Keywords
Partially Observable Markov Decision Process, Delayed Ob-
servations

1. INTRODUCTION
Recent years have seen a rise of interest in autonomous

agents deployed in domains ranging from automated trad-
ing, traffic control, disaster rescue and space exploration.
Simultaneously, research in devising control mechanisms for
these agents has progressed significantly. Partially Observ-
able Markov Decision Processes (POMDPs) have received
considerable attention, due to their ability to capture the
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uncertainty of the outcomes of agent actions and the un-
certainty in the agent observations of the environment. Re-
search in POMDPs has allowed the POMDP solvers [5] to
scale to domains with thousands of states, actions and ob-
servations while providing guarantees on solution quality.

Unfortunately, the problem of decision making with de-
layed observations has received scant attention in POMDP
research. Delayed observation reasoning is particularly rele-
vant in providing real time decisions based on traffic conges-
tion/incident information [1] or in making decisions on new
products before receiving the market response to a new prod-
uct. There are always delays in receiving such information
due to data fusion, computation, transmission and physical
limitations of the underlying process. Existing research [1,
3] has provided (a) models to represent observation delay
in the context of Markov Decision Problems; (b) Theoreti-
cal properties of the sufficient statistic and value function;
and (c) optimal approaches for solving MDPs with fixed ob-
servation delays;. While those models and algorithms are
extended to POMDPs, the optimal nature of the algorithms
and other restrictions (such as fixed observation delays) de-
creases their scalability and applicability.

In this paper we remedy the shortcomings of the previous
work for handling delayed observations, in three key contri-
butions: (i) We provide a parameterized approximate algo-
rithm for solving D-POMDPs with a desired accuracy; (ii)
We propose a policy execution technique that adjusts the
agent policy corresponding to delayed observations at run-
time for improved performance; and (iii) Finally, we provide
error bounds, theoretical properties and complexity results
for the proposed approaches. In the experimental results, we
illustrate that our planning and execution algorithms lead to
improved performance in domains with observation delays.

2. MODEL: D-POMDP
We now introduce D-POMDP model to allow for rich

modeling of delayed observations, extending the models pro-
posed in [1, 3]. A D-POMDP is a tuple 〈S,A,Ω, P,R,O,X〉
whose only difference from a POMDP is X—a set of ran-
dom variables Xs,a(k) that specify the probability that an
observation is delayed by k decision epochs, when action a
is executed in state s. An example of Xs,a would be the dis-
crete distribution (0.5,0.3,0.2), where 0.5 is the probability
of no delay, 0.3 is the probability of one time step delay and
0.2 is the probability of two time step delay in receiving the
observation in state s on executing action a. D-POMDPs
extend POMDPs by modeling the observations that are de-
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layed and by allowing for actions to be executed prior to
receiving these delayed observations. In essence, if the agent
receives an observation immediately after executing an ac-
tion, D-POMDPs behave exactly as POMDPs. However,
if an observation does not reach the agent immediately, D-
POMDPs behave differently from POMDPs. Rather than
having to wait for an observation to arrive, a D-POMDP
agent can resume the execution of its policy prior to re-
ceiving the observation. In short, a D-POMDP agent must
balance the trade off of acting prematurely (without the in-
formation provided by the observations that have not yet
arrived) versus executing stop gap (waiting) actions.

Our introduction of D-POMDPs is accompanied in the
next section by a D-POMDP example for a classical
“Tiger Domain” [4] wherein S = {sTigerLeft, sTigerRight},
A = {aOpenLeft, aOpenRight, aListen}, O = {oTigerLeft,
oTigerRight} and the observations oTigerLeft, oTigerRight re-
sulting from the execution of action aListen arrive with a
delay sampled from a discrete probability distribution X .

3. SOLVING D-POMDPS
In this paper, we are interested in providing quality

bounded and efficient solutions for D-POMDPs. Our ap-
proach to solving a D-POMDP consists of two steps: (a)
converting the D-POMDP to an approximately equivalent
POMDP; and (b) employing an existing POMDP solver
to solve the obtained POMDP. The key step is (a) and
we provide a parameterized approach for making the con-
version from D-POMDP to its approximately equivalent
POMDP. The level of approximation is governed by an in-
put parameter, D, which represents the number of delay
steps considered in the planning process1 . The extended
POMDP obtained from the D-POMDP is defined as the tu-
ple 〈S,A,Ω, P ,R,O〉 where S is the set of extended states
and Ω is a set of extended observations that the agent re-
ceives upon executing its actions in extended states. P ,R,O
are the extended transition, reward and observations func-
tions.

3.1 Online Policy Modification
The second key contribution of this paper is a technique

for modifying the policy of a converted POMDP (from pre-
vious section) during execution. We assume here that the
employed POMDP solver returns value vectors (along with
dominating actions) across the belief space. Typically, the
policy execution in a POMDP is initiated by executing the
action at the root of the policy tree, selecting and execut-
ing the next action based on the received observation and
so on. This type of policy execution suffices in normal
POMDPs, however, in extending POMDPs corresponding
to D-POMDPs, the policy execution can be improved. The
key intuition here is that during policy execution the beliefs
that an agent has can be outdated (due to not updating the
belief once observations are delayed). Hence, the idea is to
keep the belief state as updated as possible in an efficient
manner, i.e. updating the beliefs as and when the delayed
observations are received.

4. EXPERIMENTS
1At execution time, we can receive observations at delays
greater than D

In this paper, we have experimented with different types
of problems to evaluate the performance of our planning
and execution algorithms. Since state-of-the-art POMDP
solvers [5] are already capable of solving problems involving
hundreds of thousands of states and we hope to implement
our techniques on top of those approaches. However, in this
paper, we will be focusing mainly on understanding how
much our planning and execution approaches can improve
with respect to quality as the delay distribution increases in
complexity.

Figure 1: Comparison of solution quality

We experimented with benchmark problems in POMDP
literature with different delay distributions. The main prob-
lems that we experimented with include: “tiger”, “1d maze”,
“network”, “4x4.95.POMDP” and “paint95”, taken from An-
thony Cassandra’s POMDP page. Observation delay is de-
fined by the set of discrete distributions X in the D-POMDP
model. Our planning algorithms are represented as D0, D1,
D2 etc., where the number corresponds to the D employed in
the conversion of D-POMDP to POMDP. We compare the
solution quality obtained by D0, D1 and D2 with and with-
out the online policy modification component (Runtime)
against the solution quality obtained if there was no delay in
receiving observation. To solve the converted POMDP prob-
lems we employ the Point Based Value Iteration solver [2],
but any of the existing solvers can be employed. Figure 1
shows the performance of our algorithms as the maximum
possible observation delay, ∆, is increased. The problems
are categorized according to the value of {X (0) + X (1)}.
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ABSTRACT
New proofs for two extensions to value iteration are derived when
the type of initialisation of the value function is considered. Theo-
retical requirements that guarantee the convergence of backward
value iteration and weaker requirements for the convergence of
backups based on best actions only are identified. Experimental re-
sults show that standard value iteration performs significantly faster
with simple extensions that are investigated in this work.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning; I.2.8 [Artificial Intellig-
ence]: Problem Solving, Control Methods, and Search

General Terms
Algorithms, Experimentation, Theory

Keywords
Policy Iteration, Markov Decision Process, Value Iteration

1 INTRODUCTION
We consider the problem of finding an optimal policy in discrete
time, finite state and action, discounted (by factor γ < 1) as well as
undiscounted (γ = 1) Markov Decision Processes (MDPs) [6]. A
standard MDP notation is used from [3]. The following definitions
are considered:

DEFINITION 1. Q is pessimistic if Q(x, a) ≤ Q∗(x, a) and
optimistic if Q(x, a) ≥ Q∗(x, a).

DEFINITION 2. Q is monotone pessimistic ifQ(x, a) ≤ Rx(a)
+γ
∑
x′ Tx,a(x′)V (x′) and is monotone optimistic if Q(x, a) ≥

Rx(a) + γ
∑
x′ Tx,a(x′)V (x′) for all x and a, where V (x) =

maxaQ(x, a).

2 ANALYSIS
In our recent work [3], a new backup of the value function was pro-
posed that exploits the idea of updating best actions only (BAO).
The approach was shown to be very successful in PAC-MDP rein-
forcement learning that requires frequent replanning of a changing
MDP. The current work investigates how this idea can help in gen-
eral MDP planning where every MDP is solved once. We also show
a new theorem which allows applying the BAO operator in a more
general scenario:
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THEOREM 1. Planning based on backups that, in every state,
keep updating all best actions until the Bellman error of best ac-
tions is smaller than ε (BAO) converges to the optimal value func-
tion when the initial value function is optimistic.

Our recent work [3] has identified specific problems with the
convergence of backward value iteration (BVI) [2]. Here, we show
new, formal theoretical requirements that guarantee that backward
value iteration will converge.

THEOREM 2. In the backward value iteration algorithm spec-
ified in [2], the policy induced by the current value function is
proper (i.e., every state reaches the goal state with probability 1
[1]) after every iteration when:

1. the initial value function is monotone pessimistic, i.e., the
conditions of Definition 2 are satisfied

2. the initial policy is proper, i.e., at least one goal state is in
the policy graph of each state

When the policy induced by the current value function of the BVI
algorithm is proper after every iteration, the algorithm will update
all states in every iteration and upon termination the Bellman error
satisfies the termination condition on all states.

3 RESULTS
In order to test BAO in general MDPs, the following algorithms
are evaluated: (1) VI: standard Gauss-Seidel value iteration [1], (2)
MPI(k): modified policy iteration [7] where k is the constant num-
ber of iterations in policy evaluation, (3) PI: policy iteration [4], and
(4) PS: prioritised sweeping with priority based on the Bellman er-
ror [5]. If BAO is applicable, it is used as one of the options and
added to the name of the algorithm in the results. Also, a simplified
version of BAO is used, named BAOnce, that updates best actions
only once during every visit to the state. V (i), Vmax, Vmin, V +,
and V − mean that the value function of a particular algorithm was
initialised with i, Rmax/(1 − γ), Rmin/(1 − γ), and upper and
lower bounds on V ∗ correspondingly. Every domain was evaluated
10 times, for every randomly generated domain 10 instances were
generated, the precision ε was 10−5, and the standard error of the
mean is shown in the results which display the planing time and the
number of performed backups (the best results are in boldface).

VI, by default, cannot beat PI/MPI on domains with a high num-
ber of actions. For this reason, the first set of domains is generated
according to [6] and has a high number of actions: the number of
states and actions in every state is 100, and an action can lead to
three randomly selected states with a probability sampled from a
truncated Gaussian distribution with mean 20 and standard devia-
tion 5 or from a uniform distribution on [1-100].
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Nr Time [ms] Backups Algorithm
1 3869.5 ± 159.0 7970000.0 ± 332699 VI-V(0)
2 3780.1 ± 172.2 7662000.0 ± 367979 VI-Vmax
3 2546.5 ± 127.2 5158000.0 ± 251183 VI-V+
4 840.4 ± 61.2 641943.6 ± 41327 VI-Vmax-BAO
5 104.1 ± 3.9 114576.1 ± 4805 VI-V+-BAO
6 91.3 ± 2.8 73694.2 ± 2044 VI-V+-BAOnce
7 5569.2 ± 143.0 6421040.0 ± 177804 PS-V+
8 1907.7 ± 78.3 94820.0 ± 3445 MPI(2)-V(0)
9 441.5 ± 20.6 99680.0 ± 4283 MPI(10)-V(0)
10 238.9 ± 10.8 97060.0 ± 4028 MPI(20)-V(0)
11 122.9 ± 4.3 255330.0 ± 10614 MPI(500)-V(0)
12 136.5 ± 5.4 309910.0 ± 14962 PI-V(0)
13 1079.2 ± 58.3 57700.0 ± 2579 MPI(2)-V+
14 133.6 ± 6.6 303910.0 ± 16916 PI-V+

Table 1: Results on non-terminating MDPs, Gaussian rewards
and γ = 0.99

Nr Time [ms] Backups Algorithm
1 3545.9 ± 147.0 7526000.0 ± 310506 VI-V(0)
2 3024.4 ± 127.4 6305000.0 ± 255679 VI-Vmax
3 170.9 ± 4.6 172349.5 ± 5251 VI-Vmax-BAO
4 169.3 ± 3.0 127090.0 ± 2314 VI-Vmax-BAOnce
5 6958.2 ± 142.7 7819750.0 ± 155515 PS-Vmax
6 1963.9 ± 72.2 96840.0 ± 3460 MPI(2)-V(0)
7 431.8 ± 14.2 98630.0 ± 3279 MPI(10)-V(0)
8 250.6 ± 6.8 102980.0 ± 2862 MPI(20)-V(0)
9 101.1 ± 4.8 209310.0 ± 10885 MPI(500)-V(0)
10 111.4 ± 5.4 251550.0 ± 12444 PI-V(0)

Table 2: Results on non-terminating MDPs, uniformly dis-
tributed rewards and γ = 0.99

The first experiment evaluates domains with Gaussian reward
(see Table 1). MPI improves its performance and gets closer to
the performance of PI when k grows. All rewards are positive (and
similar due to Gaussian distribution) here, and evaluation of every
policy makes progress towards an optimal solution, and for that rea-
son it makes sense to advance evaluation of every policy (high k)
and do fewer policy updates - the situation where VI is poor. BAO
with Vmax is better than standard VI, but loses against MPI. Only a
more informative initialisation, V +, allowed BAO to be both faster
and to reduce the number of backups beyond what was achieved
by the best MPI settings. Certainly, one could argue that V + is
usually not known exactly in the real situation, however sometimes
(see the car replacement example below) a bound, far better than
Vmax, can be determined and the discussed experiment shows that
such a bound would be very convenient for the BAO update.

Since BAO continuously adapts its evaluated policy, our guess
was that it may waste time on evaluating all actions which are sim-
ilar due to a low variance in the Gaussian rewards. Therefore, the
same set of domains was generated with a uniform reward distribu-
tion. Results in Table 2 show the evidence that higher variance in
values of rewards made BAO perform better even with uninforma-
tive Vmax initialisation. Here, there are actions which are proved
to be non-optimal initially and BAO can help.

Car replacement from [4] was evaluated as a realistic domain
with many actions: there are 41 states and 41 actions. Results are
in Table 3. γ = 0.97 since in [4], it is justified as having a real
meaning of around 12% annual interest rate. Rewards have high
variance, but this time there is another property that strongly in-
fluences the performance of evaluated algorithms. Specifically, a
short horizon policy is very sub-optimal when compared with a
long horizon policy. Actions that yield high instantaneous reward
are sub-optimal in the long term (selling a good car now and buying
a cheap one may result in getting money now but incurs losses in
the long term). Hence, BAO first learns actions which seem promis-
ing in short term and then unlearns them. The same applies to MPI.
Small k makes MPI slower. With sufficiently large k, policies are

Nr Time [ms] Backups Algorithm
1 206.5 ± 8.0 591880.1 ± 24543 VI-Vmax
2 144.6 ± 6.6 429999.8 ± 21736 VI-V+
3 169.6 ± 5.3 494214.0 ± 15791 VI-V(0)
4 123.5 ± 8.0 378729.3 ± 21790 VI-V-
5 160.2 ± 5.6 498248.4 ± 18250 VI-Vmin
6 126.8 ± 0.8 176371.1 ± 592 VI-Vmax-BAO
7 30.7 ± 2.0 46615.6 ± 882 VI-V+-BAO
8 55.9 ± 1.1 81765.3 ± 1350 VI-V(0)-BAO
9 124.5 ± 3.0 159412.1 ± 494 VI-Vmax-BAOnce
10 25.8 ± 0.4 36149.7 ± 498 VI-V+-BAOnce
11 48.8 ± 0.8 64849.7 ± 281 VI-V(0)-BAOnce
12 397.1 ± 3.1 734117.3 ± 3216 PS-Vmax
13 279.6 ± 1.1 540306.2 ± 2237 PS-V+
14 314.4 ± 1.4 596263.0 ± 3923 PS-V(0)
15 226.8 ± 1.8 447260.8 ± 2255 PS-V-
16 277.7 ± 1.6 537243.5 ± 1959 PS-Vmin
17 16.1 ± 0.6 18158.9 ± 487 MPI(20)-Vmax
18 13 ± 0.2 14559.1 ± 292 MPI(20)-V+
19 13.1 ± 0.2 14883 ± 251 MPI(20)-V(0)
20 13.7 ± 0.4 15293 ± 360 MPI(20)-V-
21 15.8 ± 0.5 17535.7 ± 562 MPI(20)-Vmin
22 26.3 ± 0.7 80097.6 ± 2332 PI-Vmax
23 25.2 ± 0.5 76264.1 ± 1598 PI-V+
24 26.6 ± 0.8 81413.7 ± 2403 PI-V(0)
25 25.8 ± 0.9 77067.7 ± 3203 PI-V-
26 27.8 ± 0.4 84660.9 ± 1870 PI-Vmin

Table 3: Results on car replacement

evaluated ‘almost exactly’, and this helps avoiding short horizon
policies. This also explains why MPI with lowest k is even slower
than BAO because MPI applies full backups during policy improve-
ment. V (0) could be used to initialise the value function in BAO
because in this domain there is never a positive long term reward
(the possession of a car always incurs costs). With this knowledge,
BAO can be competitive even on this challenging domain. If the
bound can be improved, BAO gains further speed-up. Thus, V (0),
Vmax, and V + yields optimistic initialisation required by BAO,
and Vmin and V − pessimistic which was originally required by
the theory of MPI [7], however the recent literature shows that this
requirement can be avoided [1].

4 CONCLUSION
Our experiments have shown that, thanks to BAO updates, the gap
between MPI and VI is significantly reduced on challenging do-
mains with many actions. Unpublished comparisons with BVI on
stochastic shortest path problems showed that standard VI can also
outperform prioritised approaches when BAO is used.
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ABSTRACT
Achieving joint objectives by teams of cooperative planning agents
requires significant coordination and communication efforts. For
a single-agent system facing a plan failure in a dynamic environ-
ment, arguably, attempts to repair the failed plan in general do not
straightforwardly bring any benefit in terms of time complexity.
However, in multi-agent settings the communication complexity
might be of a much higher importance, possibly a high commu-
nication overhead might be even prohibitive in certain domains.
We hypothesize that in decentralized systems, where coordination
is enforced to achieve joint objectives, attempts to repair failed
multi-agent plans should lead to lower communication overhead
than replanning from scratch.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Intelligent agents, Multiagent systems; I.2.8 [Artificial Intelligence]:
Problem Solving, Control Methods, and Search—Plan execution,
formation, and generation

General Terms
Algorithms, Experimentation.

Keywords
multi-agent plan repair, decentralized multi-agent planning, com-
munication complexity.

1. MOTIVATION
When an agent is situated in a dynamic environment, occurrence

of various unexpected events the environment generates might lead
to plan invalidation, a failure. A straightforward solution to this
problem is to invoke a planning algorithm and compute a new plan
from the state the agent found itself in after the failure to a state
conforming with its original objective. In many cases, however, a
relatively minor fix to the original plan would resolve the failure,
possibly at a lower cost.

∗An extended version of this paper was also published as [1].
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In general, plan repair can be seen as planning with re-use of
fragments of the old plan. Even though there is a body of research
empirically demonstrating that plan repair in some domains per-
forms better than replanning (e.g., [2]), theoretical analysis con-
cluded concluded that plan re-use (repair) in general does not bring
any benefit over replanning in terms of computational time com-
plexity [3]. In situated multi-agent systems often it is not the time
complexity which is of a primary importance, the communication
complexity is often a higher priority concern (consider application
domains, such as e.g., undersea operations, where the communi-
cation links are extremely constrained and expensive). The moti-
vation for our research is the intuition that multi-agent plan repair,
even though not always the fastest approach, should under specific
conditions generate lower communication overheads in comparison
to replanning.

2. MULTI-AGENT PLAN REPAIR
We consider a number of cooperative and coordinated actors fea-

turing possibly distinct sets of capabilities (actions), which concur-
rently plan and subsequently execute their local plans so that they
achieve a joint goal. An instance of a multi-agent planning problem
is defined by: i) an environment characterized by a state space, ii)
a finite set of agents, each characterized by a set of primitive ac-
tions (or capabilities) it can execute in the environment, iii) an ini-
tial state the agents start their activities in and iv) a characteriza-
tion of the desired goal states. Definitions of the underlying formal
framework can be found in Nissim et al. [4]. The core hypothesis
of the paper can be then formulated as follows: multi-agent plan
repair approaches producing more preserving repairs than replan-
ning tend to generate lower communication overhead for tightly
coupled multi-agent problems.

We propose three algorithms for solving the plan repair problem.
The core idea behind the back-on-track (BoT) algorithm is to uti-
lize a multi-agent planner to produce a plan from the failed state
to the originally desired state and subsequently follow the rest of
the original multi-agent plan from the step in which the failure oc-
curred. In result, the BoT repair tries to preserve a suffix of the
original plan and prefix it with a newly computed plan starting in
the failure state and leading to some state along the execution of
the original plan in the ideal environment.

The second approach, lazy-repair (LR), is designed to to pre-
serve an executable remainder of the original multi-agent plan (the
actions would remain, if the original plan was executed ignoring
non executable actions) and close the gap between the state result-
ing from the failed plan execution and a goal state of the original
planning problem. The lazy approach tries to preserve a partial

1239



prefix of the original plan and complete it by a newly planned plan
suffix. The algorithm is incomplete, as it might happen that the ex-
ecution of the executable remainder diverges to a state from which
no plan to some goal state exists.

The shortcoming of the LR algorithm is addressed by the re-
peated lazy repair (RL). The idea is that a failure during execution
of an already repaired plan makes the previous repair irrelevant and
its result can be discarded, unless the failure occurred already in
the fragment appended by the previous repair. Note, the repeated
lazy repair algorithms enables a plan execution model which pre-
serves significantly longer fragments of the original plan. That is,
upon a failure, instead of trying to repair the failed plan directly, as
the previous two algorithms, the system can simply proceed with
execution of the remainder of the original plan and only after its
complete execution the lazy plan repair is triggered. The approach
simply ignores the plan failures during the multi-agent plan execu-
tion and postpones the repair to the very end of the process, hence
the “lazy” label for the two algorithms.

3. EXPERIMENTAL VALIDATION
To verify the core hypothesis, we conducted a series of experi-

ments with implementations of the proposed multi-agent plan re-
pair algorithms. Firstly, a multi-agent plan was computed by a
distributed multi-agent planner authored by Nissim et al. [4]. Sec-
ondly, we executed the multi-agent plan. In the course of the plan
execution, we simulated the environment dynamics by producing
various plan failures according to a variable failure probability P
(with a uniform distribution). The plan execution was monitored
and upon a failure detection a plan repair algorithm was invoked.
Before execution of each plan step, the joint action of all actions of
the particular agents is checked for applicability in the current state.
In the case it is not applicable, a plan repair algorithm is invoked
and the execution continues on the repaired plan.

We distinguished two types of plan failures: action failures and
state perturbations. An action failure is simulated by omitting a
randomly chosen (with a uniform distribution) individual agent ac-
tion from the actual plan step. The other simulated failure type,
state perturbation, is parametrized by a positive non-zero integer c,
which determines the number of randomly chosen (again with a uni-
form distribution) state terms, which are removed from the current
state, as well as the number of terms which are added to it.

The experiments were conducted on three planning domains orig-
inating in the standard benchmark single-agent ICP planning do-
mains. Similarly to [4], we chose domains, which are straight-
forwardly modifiable to multi-agent planning problems: LOGIS-
TICS (3 agents), ROVERS (3 agents), and SATELLITES (2–5 agents).
The metrics were i) execution length (number of joint actions ex-
ecuted), ii) planning time (cumulative time consumed by the un-
derlying planner), iii) communication (number of messages passed
between the agents).

4. RESULTS AND FINAL REMARKS
The first batch of experiments directly targets validation of the

core hypothesis. We used LOGISTICS as a tightly coupled do-
main (the resulting personal plans often depend on each other)
and dynamics of the simulated environment modeled as action fail-
ures. Figure 1 depicts the results of the experiment, which sup-
port our hypothesis. The overall planning time was at 54% (34%
at best) and at 51% (12% at best) for Back-on-Track-Repair and
Repeated-Lazy-Repair against replanning respectively. The exe-
cution length was lower being in average 96% (72% at best, 130%
at worst) by Back-on-Track-Repair and significantly lower being
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Figure 1: Experimental results for LOGISTICS domain with 3
agents and action failures.

81% (34% at best, 132% at worst) for Repeated-Lazy-Repair.
The second batch of experiments focused on boundaries of va-

lidity of the positive result presented above, i.e., with decreasing
coupling of the domain, the communication efficiency gains of re-
pairing techniques should decrease. Experiments performed with
the loosely-coupled domain of ROVERS support the claim.

The third batch of experiments targeted the perturbation mag-
nitude of the plan failures, i.e., communication efficiency gain of
plan repairing should decrease as the difference between a nom-
inal and related failed state increases. The underlying intuition
that in the case the dynamic environment generates only relatively
small state perturbations and the failed states are “not far” from
the actual state was positively supported by results of another LO-
GISTICS experiment employing state perturbations as the model of
the environment dynamics (c = 1).

Finally, we conducted a series of experiments with an uncoupled
SATELLITES domain. The results show the anticipated lower plan
repair communication efficiency in contrast to replanning.

The main difference between our approach and the related work
(partial ordered plan monitoring and repairing, conformant and con-
tingency planning, plan re-use and plan adaptation, and finally Mar-
kov decision processes) is that the state perturbations utilized in our
experiments have a priori unknown probabilities.
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ABSTRACT
This work describes a cognitive heuristic allowing agents to assess
trust and delegations merging heterogenous information sources.
The model is realized through Uninformed Cognitive Maps, based
on the combination of: (i) categorization abilities (ii) history of
personal experiences (iii) context awareness.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Intelligent agents, multiagent systems

General Terms
Algorithms, Performance, Design, Theory

Keywords
Cognitive models, Trust, Social Systems, Social simulation

1. MULTIMODAL TRUST FORMATION
Crucial abilities for agents engaged in open systems is to de-

cide how to coordinate activities and whether (or not) delegate tasks
to other, possibly unknown, agents. Trust based interactions have
been proposed as a suitable model to achieve such a subjective co-
ordination. But, placed in the context of open and dynamic sys-
tems, the main issue of trust management is a problem trust for-
mation. Existing approaches to trust formation refer to subjective
experiences and reputation mainly. Subjective experiences are typi-
cally exploited in evaluating the outcomes of previous transactions,
and therefore they are limited by the need of multiple and repeated
interactions between the same agents. Reputational approaches
have been proposed to establish trustworthy interactions with possi-
bly unknown counterparts [7, 5]. The downside is the need of a net-
work of reputation providers, being each reputational information
possibly biased or corrupted. Other approaches push on the multi-
faceted relationship between environments, context awareness and
trust management. Finally, the relevance of categories for trusting
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strangers has been remarked in the work of Falcone et al [4]. Cate-
gorial reasoning for trust formation has also been recently explored
by Burnett et al. [2]. In their work, they propose the notion of
stereotypical trust (stereotrust) as a categorial prejudice that agents
may take into account in order to assess trust in absence of direct
evidences. The mechanism adopts data mining techniques applied
over the database of past transactions.

The approach proposed in this research aims at combining three
different information sources into a unique reasoning process. Mul-
timodal trust formation is realized through a novel mechanism called
Uninformed Cognitive Map (UnCM), where the introduction of
learning mechanisms further allows to establish a series of emer-
gent relations between a rich set of information sources and the
trustworthiness of unknown trustees. In doing so, we rely on the so-
cio cognitive theory of trust [3], according to which trust is grounded
on detectable cognitive ingredients.

2. UNINFORMED COGNITIVE MAPS
In cognitive agents, the problem of trust formation can be trans-

lated in the problem of retrieving the constituent beliefs of trust.
Cognitive trust is treated as a relational construct between a trustor
(trust giver, agi) and a trustee (trust receiver, agj) which can be
established in a given environment/context E, and about a defined
task to be fulfilled (τ ): Trust(agi, agj , E, τ). Trust is then graded
over multiple dimensions. The degree of trust (DoT ) comes from
a series of cognitive primitives, which can be summarized in terms
of trustor’s beliefs and goals. The approach takes into account
the three contributions that play a crucial role in trust formation:
Bel(Canagj (τ)), that is trustor believes that agj is potentially able
to fulfill τ (i.e., agj has the skills, the competences, the neces-
sary instruments for realizing that task τ ); Bel(Willagj (τ)), that
is trustor believes that agj is potentially willing and persistent in
fulfilling τ (i.e., agj has the motivational attitudes sufficient to per-
form the task τ ); Bel(ExtFactagj (τ)), that is trustor believes that
the external conditions are not preventing the execution of τ by
agj (or even: agi believes that agj will perform the task τ in an
environment presenting positive or negative interferences to agj’s
behavior in order to achieve the task τ ). Summing up, an agent
agi trusts agj about a task τ and in the conditions E, if agi’s
DoT overcomes a given threshold σ: DoTagj ,E,τ > σ. The
model resembles the notion of Krypta and Manifesta, according to
which agents’ manifesta are signals, or observable traces, recalling
agents’ krypta, which are the internal properties (qualities, abilities
or powers) finally determining agents’ behaviors on specific tasks
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Figure 1: UnCM implementing the socio-cognitive trust model
with multiple dimensions.

or contexts [1].
Uninformed Cognitive Maps (UnCM) are a novel approach hy-
bridizing cognitive modeling and learning. They are based as an ex-
tension of Fuzzy Cognitive Maps, a computing technique success-
fully applied in several domains for modeling knowledge-based
systems [6]. An UnCM is as a graph modeling causal processes
by means of concepts and causal relations placed on different di-
mensions (Fig. 1). The UnCM layout is designed by domain ex-
perts using an off-line setting. At design time, the relevant concepts
of a problem domain are identified, and their reciprocal influences
are quantitatively modeled by weighted connections. The causal
impact between two concepts Ai and Aj is then measured by the
weight of the connection wi,j , taken in the interval [−1, 1].

3. EXPERIMENTAL EVALUATION
Evaluation concerned a simulated agent society in a medical do-

main, with 100 trustees having krypta randomly selected from a
repository of 2500 profiles. Every profile is characterized by three
types of categories, which can be of professional, dispositional or
crosscutting. The experiment discussed here used the pneumo-
nia task, for which the best categorial profile is assumed to be
〈pediatrician, cautious, female〉. The outcome of trustee execu-
tion is referred in terms of score, while the accuracy of trust for-
mation is measured in terms of prediction error as the distance of
the predicted DoT from the real delegation outcome: error =
|DoTagj − score|. Setting also takes into account the environ-
mental influences, defined as a ρ parameter indicating the contribu-
tion of situated conditions to the executor’s performance. Hence,
each task execution may receive an influence randomly distributed
in the range [−ρ,+ρ] System openness is determined by the pa-
rameter δ, which determines the number of trustees replaced at
each round. Finally, L sets the interval rounds after which the
trustors update their learning model over the experiences history.
The model has beens compared with well-established approaches
to data analysis and decision making, as neural networks (Neural
agents) and agents using stereotypes and data mining mechanisms
(Stereotrust agents). Experiments pointed out the abilities of UnCM
strategies to perform task delegation based on multimodal trust at-
tribution. Either context awareness and experiences play a pivotal
role in trust formation in open and dynamic systems. The adopted
UnCM, in particular, allows to learn to which extent the single cat-
egories fit for a given tasks, thus drastically enhancing delegation-

Figure 2: Plot of the prediction error for the UnCM, Informed
UnCM, Deceptive UnCM over 150 simulation rounds.

making.Fig. 2 shows the performance of UnCM in minimizing
errors: experiments show that categorial evidences emerge with re-
spect to the ongoing tasks—also without requiring any initial cat-
egorial knowledge. The mechanism manages in a unique function
heterogeneous information sources, ranging from personal experi-
ences, to manifesta and external influences. Thanks to the UnCM
learning algorithm, categories are revised, or devised from scratch,
and the categorial information is combined to personal experiences
and environmental conditions encountered. Differently from Neu-
ral and Stereotrust agents , the UnCM agents are also able to
maintain a meaningful semantic of influences between concepts
and their connections. Influences of the single categories on a given
task represent a key aspect and, using UnCM this information is
explicitly readable and updated online. Limitations of the current
approach pave the way to future work. To evaluate the scalability
of the proposed approach, applications in different domain as social
networks will be devised.
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ABSTRACT
The prior literature on strategic reasoning by humans of the sort,
what do you think that I think that you think, is that humans gener-
ally do not reason beyond a single level. However, recent evidence
suggests that if the games are made competitive and therefore rep-
resentationally simpler, humans generally exhibited behavior that
was more consistent with deeper levels of recursive reasoning. We
seek to computationally model behavioral data that is consistent
with deep recursive reasoning in competitive games. We use gen-
erative, process models built from agent frameworks that simulate
the observed data well and also exhibit psychological intuition.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence ]: Multiagent Systems

General Terms
Experimentation, Performance

Keywords
recursive reasoning, human decision making, modeling, games

1. INTRODUCTION
We model human judgment and behavioral data, reported by

Goodie et al. [4], that is consistent withthree levels of recursive
reasoning in the context of fixed-sum games. In doing so, we inves-
tigate principled modeling of behavioral data consistent with levels
rarely observed before. A previous model utilized underweighted
belief learning, parameterized byγ, and a quantal response choice
model [5] for the subject agent, parameterized byλ, within the
framework of interactive partially observable Markov decision pro-
cess (I-POMDP) [3]. We extend this model to make it applicable to
games evaluating up to level 3 reasoning. Although it employs an
empirically supported choice model for the subject agent, it does
not ascribe plausible choice models to the opponent who in the ex-
periments is also projected as being human. We hypothesize that
an informed choice model for the opponent supports more nuanced
explanations for observed opponent actions leading to improved
performance. Hence, our second candidate model generalizes the

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek
(eds.), 4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

previous by intuitively utilizing a quantal response choice model
for selecting the opponent’s actions at level 2. Finally, our third can-
didate model deviates from using I-POMDPs by utilizing weighted
fictitious play [1], which predominantly relies on the past pattern
of the opponent’s observed actions to form a judgment about what
the opponent will do next. This model differs from the previous
two in that it does not seek to ascertain the mental models of the
opponent but instead bases itself on the observed frequency of em-
pirical play. The strictly competitive nature of the game discour-
ages the influence of essentially cooperative social constructs such
as positive reciprocity and altruism, otherwise observed in strate-
gic games. While other processes such as inequality aversion may
apply, an analysis of the data reveals that it did not play a role here.

2. COMPUTATIONAL MODELING
In order to computationally model the data, a multiagent deci-

sion making framework that integrates recursive reasoning in the
decision process is needed. A finitely-nested I-POMDPi,l [3] for
agenti with a strategy levell represents a choice which meets the
requirements of explicit consideration of recursive beliefs and de-
cision making based on such beliefs.

Because the opponent is thought to be human and guided by pay-
offs, we focus on intentional models only. Given that expectations
about the opponent’s action by the participants showed consistency
with the opponent types used in the experimentation, intuitively,
model set,Θj = {θj,0, θj,1, θj,2}, whereθj,0 is the level 0 (my-
opic) model of the opponent,θj,1 is the level 1 (predictive) model
andθj,2 is the level 2 (super-predictive) model. Parameters of these
models are analogous to the I-POMDP for agenti.

We observed that some of the participants learn about the oppo-
nent model as they continue to play. However, in general, the rate
of learning is slow. This is indicative of the cognitive phenomenon
that the participants could be underweighting the evidence that they
observe. We may model this by augmenting normative Bayesian
learning in the following way:

b′
i,l(s, θj,l−1|oi; γ) = α bi,l(s, θj,l−1)



P

aj

Oi(oi|ai, aj , s
′)

×Pr(aj |θj,l−1)

ffγ

(1)
whereα is the normalization factor, states corresponds to A ands′

to B, actionai is to move, and ifγ < 1, then the evidenceoi ∈ Ωi

is underweighted while updating the belief overj’s models. Fur-
thermore, we observed significant rationality errors in the partici-
pants’ decision making. We utilize thequantal response model [5]
to simulate human non-normative choice. This model is based on
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the finding that rather than always choosing the optimal action which
maximizes the expected utility, individuals are known to select ac-
tions proportionally to their utilities. The quantal response model
assigns a probability of choosing an action as a sigmoidal function
of how close to optimal is the action. Previously, Doshi et al. [2]
augmented I-POMDPs with both these models in order to simulate
human recursive reasoning up to level two. As they continue to ap-
ply to our data, we extend the I-POMDP model to the longer games
and label it as I-POMDPγ,λ

i,3 .
The methodology for the experiments reveals that the partici-

pants are deceived into thinking that the opponent is human.There-
fore, participants may justify unexpected actions of the opponent
as errors in their decision making rather than due to their level of
reasoning. Hence, we generalize the previous model by attributing
quantal response choice to opponent’s action selection as well. Let
λ1 be the quantal response parameter for the participant andλ2 be
the parameter for the opponent’s action. Then,

Q(a∗
i ; γ, λ1, λ2) =

eλ1·U(b′
i,3,a∗

i ;γ,λ2)

P

ai∈Ai

eλ1·U(b′
i,3,ai;γ,λ2)

(2)

parameters,λ1, λ2 ∈ [−∞, ∞]; a∗
i is the participant’s action and

Q(a∗
i ) is the probability assigned by the model.U(b′

i,3, ai; γ, λ2)
is the utility for i on performing action,ai, given its updated belief,
b′
i,3, with λ2 parameterizingj’s action probabilities,Pr(aj |θj,l−1),

present in Eq. 1 and in computation of the utility. We label this
model as I-POMDPγ,λ1,λ2

i,3 .
A different reason for participant behavior that relies more heav-

ily on past patterns of observed actions of the opponent, instead
of ascertaining the mental models of the opponent as in the previ-
ous I-POMDP based models, is applicable. A well-known learning
model in this regard is weighted (generalized) fictitious play [1].
Let Ei(aj) be the observed frequency of opponent’s action,aj ∈
Aj . We update this as:

Et
i (aj ; φ) = I(aj , oi) + φ Et−1

i (aj) t = 1, 2, . . . (3)

where parameter,φ ∈ [0, 1], is the weight put on the past obser-
vations;I(aj , oi) is an indicator function that is 1 whenj’s action
in consideration is identical to the currently observedj’s action,
oi, and 0 otherwise. Due to the presence of rationality errors in the
data, we combine the belief update of Eq. 3 with quantal response.
We label this model as wFPφ,λ

i .

3. EVALUATION
To learnλ2 in I-POMDPγ,λ1,λ2

i,3 , we use the expectations data
of the “catch” games only. These are games in which no matter
the type of the opponent, the rational action for the opponent is
to move. Hence, expectations of opponent staying by the partici-
pants in the catch trials would signal non-normative action being
attributed. This also permits learning a singleλ2 value across the
three opponent types. However, this is not the case for the other pa-
rameters: for different opponent types, the learning rate is different.
Also, we observed that the rationality errors differ considerably be-
tween the participant groups experiencing different opponent types.
Therefore, we learn parameters,γ and λ1 given the value ofλ2

(andλ in I-POMDPγ,λ
i,3 ), separately from each group’s diagnostic

games. Analogously, we learnφ andλ for wFPφ,λ
i from the diag-

nostic games as well. We report the learned parameters in Table 1.
We utilize the learned values in Table 1 to parameterize the un-

derweighting and quantal responses within the I-POMDP based
models and fictitious play. We cross-validated the models on the

model param. myopic pred super-pred

I-POMDPγ,λ1,λ2
i,3

λ2 1.959
γ 0.164 0.049 0.221
λ1 3.259 3.906 3.768

I-POMDPγ,λ
i,3

γ 0.232 0.079 0.357
λ 2.985 3.826 3.667

wFPφ,λ
i

φ 0.999 0.999 0.150
λ 2.127 3.107 3.165

Table 1: Average group-level parameter values learned from the train-
ing folds of the experiment data for the three candidate models.

Mean Squared Error (MSE)
Opponent type Achievement score Prediction score

myopic super-pred myopic super-pred
Random 0.0041 0.4502 0.0035 0.3807

I-POMDPγ,λ1,λ2
i,3 0.0014 0.0009 0.0020 0.0010

I-POMDPγ,λ
i,3 0.0025 0.0008 0.0016 0.0014

wFPφ,λ
i 0.0123 0.0082 0.0103 0.0120

Table 2: MSE of the predictions by the different models.

test folds. Using a participant’s actions in the first 5 trials, we ini-
tialized the prior belief distribution over the opponent types. We
measure the goodness of the fit by computing the mean squared er-
ror (MSE) of the prediction by the models, and compare it to those
of a random model (null hypothesis) for significance. We show
the MSE in the achievement and prediction scores, as defined in
Goodie et al. [4], based on the models in Table 2.

Notice from Table 2 that both I-POMDP based models have
MSEs that are significantly lower than the random model. The dif-
ference in MSE of the achievement score for the myopic group be-
tween the two is significant (Student’s paired t-test:p = .015). How-
ever, other MSE differences between the two models are insignif-
icant and do not distinguish one model over the other across the
scores and groups. Although attributing non-normative action se-
lection to the opponent did not result in significantly more accurate
expectations for any group, we think that it allowed the model to
generate actions for agenti that fit the data better by supporting an
additional account ofj’s (surprising) myopic behavior. Of course,
this positive result should be placed in the context of increased
expense of learning an additional parameter,λ2. Large MSE of
wFPφ,λ

i reflects its weak simulation performance although it does
improve on the par set by random for the super-predictive group.
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ABSTRACT
The logics of “bringing it about” have been part of a promi-
nent tradition for the formalization of individual and insti-
tutional agency. Our objective here is to extend Elgesem’s
logic of individual agency and ability to coalitions.
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1. EXTENDED ABSTRACT
This extended abstract aims to contribute to the litera-

ture that views an action as the mere result of the activity
of an agent. It is generally acknowledged that this tradition
dates back at least to St. Anselm who claimed that the phe-
nomenon of an action is better explained by what is brought
about. This is to be distinguished from other traditions of
logic of action talking explicitly about action terms: for in-
stance, Dynamic Logics in computer science, or the study of
action sentences in philosophy using first-order theories.

Pörn, Elgesem ([1]), and others, have studied the modality
of agency in the Anselmian tradition. The bringing-it-about
modality Ex has been quite popular in the MAS commu-
nity. (E.g., [4]). It has been used to model the actions and
responsibilities of acting entities x: the formula Exϕ tradi-
tionally reads “x brings it about that ϕ”. In the literature,
x has been either an individual agent, or an institutional
agent. An institution can involve several agents, each play-
ing a specific role in it. But institutions are not groups or
coalitions. Our contribution is an extrapolation of a theory
of coalitional agency and ability from Elgesem’s account of

∗Supported by a Marie Curie fellowship.
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individual agency. That is, we study the logic of the oper-
ator Ex where x is a set of agents, along with a coalitional
operator of ability.

Individual agency and ability. Elgesem’s logic was a
fresh look at a long tradition of philosophical logic of action,
where the traditional modality of bringing-it-about is stud-
ied alongside related modalities of action. The logic still
admits the core principles that are generally assumed for
agency:

• all substitution instances of classical tautologies
• ` ¬Ex>
• ` Exϕ ∧ Exψ → Ex(ϕ ∧ ψ)
• ` Exϕ→ ϕ
• if ` ϕ↔ ψ then ` Exϕ↔ Exψ

Following Sommerhoff, Elgesem argues that agency is the
actual bringing about of a goal towards which an activity is
oriented. An agent acts to achieve a goal. But an agent is
not necessarily aware of his goals, at least not in the sense
that he is consciously committed to achieve them. Elgesem
also leans on Frankfurt according to whom, the pertinent
aspect of agency is the manifestation of the agent’s guid-
ance towards a goal; not necessarily the intentional action.
Here, we understand intention in agency as a motivated goal,
possibly long pondered and rational. Elgesem seeks a more
general notion of goal that guides agency.

He observes that the manifestation of guidance is the ex-
ercise of a power to bring about something. Therefore, the
notion of potential guidance, or ability, of an agent for a
goal should be integrated in a theory of agency. Elgesem
argues, much contradicting Kenny, that we should not deny
the possibility of abilities that are exercised only once, giv-
ing the example of Bob Beamon, who jumped 8.90 m (long
jump) in the 1968 Olympics. If Beamon jumped that far
it is that he was exercising guidance towards a goal. Even
though this goal was probably not intentionally to jump 8.90
m, we would not take back from Beamon that on that day
he brought about the fact that he jumped that far and that
he had the ability to do it.

Elgesem then suggests that there is a more basic notion
of ability than an intention-based one, and that this non-
intentional notion of ability is a necessary condition for
agency. By bringing about something, an agent shows that
he is indeed able to do so. We advance an interpretation of
evidence-based ability.

Governatori and Rotolo proved the completeness of Elge-
sem’s logic ([2]). The principles are the following, where
Cxϕ reads “the acting entity x is able to bring about ϕ”.
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• all the previous principles
• ` ¬Cx⊥
• ` ¬Cx>
• ` Exϕ→ Cxϕ
• if ` ϕ↔ ψ then ` Cxϕ↔ Cxψ

The logic of Cx is then rather weak. The only certainty one
can have about the presence of an ability to bring about ϕ
is in the presence of an actual bringing about of ϕ.

The notion of ability captured by Elgesem is neverthe-
less very appealing because it is one where the observation
of an evidence induces the existence of an ability. Imagine
a repository of web services that are acting in some ways
upon their environment and can be queried. Whenever a
request is successfully fulfilled, the ability of a service for a
particular query can be logged and the couple service/query
can be offered as a suggestion for later use. This evidence-
based perspective of ability is strikingly weak in the individ-
ual case. Nevertheless, we will see that extending the logic
to coalitions can offer more flexibility for the suggestion of
potentially successful acting entities, even for complex goals
that have never been brought about.

Joint actions. We will identify a group with an arbitrary
subset of agents. Joint actions are a species of actions involv-
ing a group that acts towards a shared goal. Despite resort-
ing to some notion of shared goal, Miller ([3]) argues that
we-intentions are not a necessary element of joint actions.
When two scholars start chatting at a conference break and
somewhat start to take a walk in the park, they respect their
turn in the conversation, they synchronize their pace, and
take a direction in the park without having previously agreed
on it. Similar to the individual case (Beamon’s jump), this
suggests that there is a more basic notion of coalitional goal-
directed agency than an intentional one. Again in analogy
with the individual case, that means that there is a basic
notion of coalitional ability that is a necessary condition
for coalitional agency. In particular, at a given time and
from the evidence of actual agency of some coalitions for
some goals, we will be able to infer the potential ability of
larger coalitions for more complex goals. To come back to
our example of web services, this suggests an incremental
procedure for web service discovery. This evidence-based
perspective may actually provide a practical alternative to
the computationally costly orchestration procedures in web
service composition.

Since there is a basic notion of coalitional agency, like
Elgesem for individual agency and ability, we can therefore
focus on the principles of pure agency and ability without
having to struggle with the formation of we-intentions.

Empty coalition. We first look at the empty group that
is the simplest group, though degenerate. Our notion of
agency is one that is goal-directed, and our notion of ability
is one of potential guidance towards a goal. It would not be
right to give to the empty group a status of true coalition
with a goal and a potential guidance for it. Hence

` ¬C∅ϕ.
Together with the principle ` Exϕ → Cxϕ adopted above,
it follows from it that ` ¬E∅ϕ, too.

Evidence of coalitional ability. If a coalition G1 brings
about ϕ and a coalition G2 brings about ψ, had they acted
as the coalition G1 ∪ G2 they would have together brought

about ϕ∧ψ. Our evidence-based perspective of ability sug-
gests that as they showed evidence, they are deemed able.
In formula:

` EG1ϕ ∧ EG2ψ → CG1∪G2(ϕ ∧ ψ).

It is a powerful formal device for our theory of evidence-
based ability since it allows to deduce potential abilities of
coalitions of agents from smaller “successes” in the society
of agents. We can use the information of actual agency and
suggest that the group of agents G1 ∪ G2 could potentially
be solicited to bring about the goal ϕ ∧ ψ, for instance in a
context of web services orchestration.

The logic of coalitional agency and ability. Our
methodology to finding the coalitional version of Elgesem’s
logic rather näıvely consists in thinking of a principle and
trying to show that it is not acceptable in some scenario. If
no counterexample is found, we must accept it at that stage.
We found only the previous two principles that we think are
adequate with Elgesem’s philosophy and our analysis above.

The logic of coalitional agency and ability can be conve-
niently presented as a Hilbert system. For all groups G, G1,
and G2 and formulas ϕ and ψ:

Ax0 ` ϕ , when ϕ is a tautology in propositional logic
Ax1 ` EGϕ ∧ EGψ → EG(ϕ ∧ ψ)
Ax2 ` EGϕ→ ϕ
Ax3 ` EGϕ→ CGϕ
Ax4 ` ¬CG⊥
Ax5 ` ¬CG>
Ax6 ` ¬C∅ϕ
Ax7 ` EG1ϕ ∧ EG2ψ → CG1∪G2(ϕ ∧ ψ)

ERE if ` ϕ↔ ψ then ` EGϕ↔ EGψ
ERC if ` ϕ↔ ψ then ` CGϕ↔ CGψ

From here, one can provide a class of models for which
the logic is sound and complete. It can be proved that the
decision problem of satisfiability checking within the logic
can be solved in space polynomial.

Towards stronger logics. From this minimal logic, one
can strengthen it and adapt it to more specific application
domains. For instance, the language of our logic talking
about coalitions, allows to formulate a variant to the con-
troversial principle of law ExEyϕ → Exϕ that states that
the delegating entity x is responsible for what the delegate
y brings about. Elgesem rejected it. Instead we could adopt
EG1EG2ϕ → EG1∪G2ϕ, which only attributes a shared re-
sponsibility to the delegating entity. Nevertheless,
EG1EG2ϕ→ EG2ϕ remains true in virtue of Ax2.
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1. INTRODUCTION
A well-known fact in social choice theory is that strategic

voting, also known as manipulation, becomes harder when
voters know less about the preferences or votes of other vot-
ers. Standard approaches to manipulation in social choice
theory [6] as well as in computational social choice [3] assume
that the manipulating voter or the manipulating coalition
knows perfectly how the other voters will vote. Some ap-
proaches [2] assume that voters have a probabilistic prior
belief on the outcome of the vote, which encompasses the
case where each voter has a probability distribution over
the set of profiles. A recent paper [5] extends coalitional ma-
nipulation to incomplete knowledge, by distinguishing ma-
nipulating from non-manipulating voters and by considering
that the manipulating coalition has, for each voter outside
the coalition, a set of possible votes encoded in the form of
a partial order over candidates. Uncertainty of voters about
the uncertainties of other voters, i.e., higher-order beliefs of
voters, has not been treated in full generality.

We model how uncertainty about the preferences of other
voters may determine a strategic vote, and how a reduc-
tion in this uncertainty may change a strategic vote. A
link between epistemic logic and voting has been given in
[4]—they use knowledge graphs to indicate that a voter is
uncertain about the preference of another voter. A more re-
cent approach, within the area known as social software, is
[8]. The recent [5] walks a middle way namely where equiv-
alence classes are called information sets, as in treatments
of knowledge and uncertainty in economics, but where the
uncertain voter, or coalition, does not take the uncertainty
of other voters into account.
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2. KNOWLEDGE AND VOTING
We assume voters N = {1, . . . , n}, candidates C = {a, b, c,

. . . }, and votes Vi ⊆ C × C that are linear orders. If agent
i prefers candidate a to candidate b, we write a �i b. A
profile P is a collection {V1, . . . , Vn} of n votes, and a voting
rule is a function F : O(C)n → C from the set of profiles
to the set of candidates. We may further assume a tie-
breaking mechanism. If F (P [Vi/V

′
i ]) �i F (P ), then V ′i is a

successful manipulation. Given a profile P , a profile P ′ is an
equilibrium profile iff no agent has a successful manipulation.

We model uncertainty about voting as incomplete knowl-
edge about profiles. This terminology is standard in modal
logic. The novelty consists in taking models with profiles
instead of valuations of propositional variables.

Definition 1 (Knowledge profile). A profile model
is a structure P = (S, {∼1, . . . ,∼n}, π), where S is a do-
main of abstract objects called profile names; where for i =
1, . . . , n, ∼i is an indistinguishability relation, that is, an
equivalence relation; and where valuation π : S → O(C)n
assigns a profile to each profile name. A knowledge profile
is pointed structure Ps where P is a profile model and s is a
profile name in the domain of P.

Definition 2 (Knowledge). Given a knowledge pro-
file Ps and a proposition q, agent i knows that q if and only
if q holds for all profile names in P indistinguishable for i
from s (i.e., for all s′ ∈ P such that s ∼i s′).

Propositions like ‘voter i knows the profile’ or even ‘voter i
knows that P is an equilibrium profile’ have a precise formal
description in this framework.

Under conditions of incomplete knowledge it may be that
voter i (or coalition G) can manipulate the outcome of a
profile P but does not know that, because she considers
another profile (name) possible that she cannot manipulate.
Such situations call for more refined notions of manipulation,
that also involve knowledge. They can be borrowed from the
knowledge and action literature [9, 7]. Our main interest is
when voters know the manipulation.

Definition 3 (Knowledge of manipulation). Given
a knowledge profile Ps. Voter i knows de re that she can
strongly successfully manipulate Ps if there is a vote V ′i such
that for all t such that s ∼i t, F (P [V ′i /Vi]) �i F (P ), where
t has profile P .

In the presence of knowledge, the definition of an equilib-
rium extends naturally. The trick is that for each agent, the
combination of an agent i and an equivalence class [s]∼i for
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that agent (for some state s in the knowledge profile) de-
fines a virtual agent. Thus, agent i is multiplied in as many
virtual agents as there are equivalences classes for ∼i in the
model. An equilibrium is then a combination of votes such
that none of the virtual agents has an interest to deviate.
An intuitively more appealing solution than virtual agents,
applied in [1], is to stick to the agents we already have, but
change the set of votes into a larger set of conditional votes
— where the conditions are the equivalence classes for the
agents. This we will now follow in the definition below. For
risk averse voters (this criterion fits best our probability-free
and utility-free model — it was also chosen in [5]) we can
effectively determine if a conditional profile is an equilib-
rium without taking probability distributions into account,
unlike in the more general setting of Bayesian games that it
originates with.

Definition 4 (Conditional equilibrium). Given is a
knowledge profile model P. For each agent i, let CVi be the
set of all conditional votes for that agent. A conditional
vote is a function CVi : S/∼i → O(C), i.e., a function that
assigns to each equivalence class for that agent a vote. A
conditional profile is a collection of n conditional votes, one
for each agent. A conditional profile is an equilibrium iff
no agent has a successful manipulation. A conditional pro-
file is a strong equilibrium iff no coalition has a successful
manipulation.

3. EXAMPLE
Consider two voters a, b, four candidates 1, 2, 3, 4, and

three profile names s, t, u (for two profiles P and P ′) as be-
low. The profile name s is assigned to profile P , wherein
a �1 c �1 b �1 d and d �2 c �2 b �2 a, etc. Profile names
that are indistinguishable for a voter i are linked with an
i-labelled edge. The partition for 1 on the domain is there-
fore {{s, t}, {u}}, and the partition for 2 on the domain is
{{s}, {t, u}}.

1 2
a d
c c
b b
d a

——1——

1 2
a d
c c
b b
d a

——2——

1 2
d d
c c
b b
a a

s, P t, P u, P ′

Note that the names s and t are assigned to the same profile.
However, s and t have different epistemic properties. In s, 2
knows that 1 prefers a over d, whereas in t 2 does not know
that.

Consider a plurality vote with a tie-breaking rule b � a �
c � d. If there had been no uncertainty, then in profile P ,
if 1 votes for her preference a and 2 votes for his preference
d, then the tie prefers a, 2’s least preferred candidate. If
instead 2 votes c, a will still win. But if 2 votes b, b wins.
We observe that (a, b) and (b, b) are equilibria pairs of votes,
and that for 1 voting a is dominant. If there had been no
uncertainty, then in profile P ′ pair (d, d) is the dominant
equilibrium.

This situation changes when we take the uncertainty of the
voters into account. There are two equilibria that we can
associate with this knowledge profile model. Below, the con-
ditional vote for 1 in the first equilibrium actually is defined
as (given that π(t) = P and π(u) = P ′): CV1({t}) = V1

and CV1({u}) = V ′1 ; the vote for 2 is conditional to one
equivalence class — in other words, it is unconditional. The
equivalent verbose formulation is more intelligable:

• (if 1 prefers a then 1 votes a and if 1 prefers d then 1
votes d, 2 votes b),

• (if 1 prefers a then 1 votes b and if 1 prefers d then 1
votes d, 2 votes b).

Unfortunately for voter 2, if the actual profile is P ′ so that
d is his equilibrium vote, he will still not be inclined to cast
that vote because he considers it possible that the profile is
P , where, if 2 votes d and 1 votes a, a gets elected, voter
2’s least preferred candidate. As 2 is risk averse his (known)
equilibrium vote is therefore b.

If P ′ is the case, voter 1 has an incentive to make her true
vote (i.e., her intention) known to 2, and even to declare her
vote prior to 2.

4. DYNAMICS
The modal logical setting for voting and knowledge can be

extended with dynamic logical operations. Three examples
are: deliberation of a coalition, public announcement of a
proposition (such as an agent revealing her true preference),
and declaring a vote. These can be formalized as seman-
tic operations Ps 7→ Ps|G, Ps 7→ Ps|p (for proposition p),
and Ps 7→ Ps|d(Vi), respectively. All these correspond to
standard dynamic epistemic logical operations [10].
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ABSTRACT
The classical setting of query answering either assumes the exis-
tence of just one knowledge requester, or the knowledge requests
from different parties are treated independently from each other.
This assumption does not always hold in practical applications where
requesters often are in direct competition for knowledge. We pro-
pose a formal model for this type of scenario by introducing the
Multi-Agent Knowledge Allocation (MAKA) setting which com-
bines the fields of query answering in information systems and
multi-agent resource allocation.
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1. INTRODUCTION
Conjunctive query answering (between a knowledge requester and
a knowledge provider) constitutes the de-facto standard of interact-
ing with resources of structured information: databases or ontologi-
cal information systems. The classical setting in query answering is
focused on the case where just one knowledge requester is present.
In case multiple requesters are present, the queries posed by differ-
ent parties are processed and answered as independent from each
other, thus making the multi-requester scenario a straightforward
extension of the individual case.

While the above practice is natural in some cases, the assump-
tion that queries can be processed independently clearly does not
always hold in practical applications where the requesters are in
direct competition for information. Let us consider for instance a
multi-agent setting, with requester agents concurrently demanding
information from a provider agent (example scenarios include mil-
itary applications, news agencies, intelligence services, etc.). Of
course, in this context, requester agents will not be willing to share
“sensitive” information with other agents.

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek
(eds.), 4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

A structurally related problem is the multi-agent resource alloca-
tion (MARA) setting [2]. However, in such a setting (i) the agents
ask for resources (not knowledge) and (ii) agents a priori know
the pool of available resources. Work in this field either aims at
bidding language expressiveness or algorithmic aspects of the allo-
cation problem (see for instance [5, 1, 4] and others). The notion
of multiplicity of resources, or resources used exclusively or shared
has also been recently investigated in a logic-based language [6].

In the proposed multi-agent knowledge allocation (MAKA) set-
ting, the n requester agents, at some given time (in a single-step),
ask for knowledge (and not resources). They express their requests
in the form of conjunctive queries that are endowed with exclusiv-
ity constraints and valuations, which indicate the subjective value
of potentially allocated answers. Knowledge allocation poses in-
teresting inherent problems not only from a bidding and query an-
swering viewpoint, but also in terms of mechanism design.

The aim of this paper is to motivate and introduce the novel
problem of Multi-Agent Knowledge Allocation and lay down fu-
ture work directions opened by this setting: increased expressivity,
dynamic allocations, fairness, multiple providers etc.

2. QUERYING WITH EXCLUSIVITY
CONSTRAINTS

In [3] we fully introduce our framework of exclusivity-aware query-
ing as a basis for the MAKA bidding formalism. In the follow-
ing, we will just provide an intuitive overview of this work by the
means of an example. Consider the following predicates: actor,
director, singer (all unary), marriage and act (binary) and
five constants AJ (Angelina Jolie), BP (Brad Pitt), MMS (Mr. and
Ms. Smith), JB (Jessica Biel), JT (Justin Timberlake). A knowl-
edge base consists of ground facts such as:

actor(AJ)
actor(BP)
actor(JB)

director(AJ)
singer(JT)

marriage(AJ, BP)
act(AJ, MMS)
act(BP, MMS)

If we consider a set of variables V = {x, y} and the set of con-
stants C = {AJ, BP, MMS, JB, JT}, then actor(x), act(y, MMS),
marriage(AJ, BP) are all atoms over the sets P and C.

Since in the MAKA scenario, requesters might be competing
for certain pieces of knowledge, we have to provide them with
the possibility of asking for an atom exclusively (exclusive) or not
(shared). This additional information is captured by the notion of
exclusivity-annotated atoms, ground facts and queries.

Some exclusivity-annotated atoms would for instance be:
〈actor(x), sh〉, 〈marriage(AJ, BP), exc〉 etc.

Note that the idea of exclusivity annotation is a novel concept go-
ing beyond the classical query answering framework. We assume
an order exclusive � shared being used for query answering. It
allows to specify concisely that an answer delivered exclusively is
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suitable for a knowledge requester who demanded that information
shared (but not vice versa).

For example, a query asking exclusively for marriages between
actors and directors (where only the “marriage” itself is required as
exclusive information, but the “actor” and “director” knowledge is
sharable with other knowledge requester agents) is:

〈marriage(x, y), exclusive〉∧(
(〈actor(x), shared〉∧〈director(y), shared〉)∨
(〈actor(y), shared〉∧〈director(x), shared〉)

)
.

There is only one answer to this query w.r.t. our previously
introduced knowledge base: µ = {x 7→ AJ, y 7→ BP}. This
means that marriage(AJ, BP) can only be exclusively allocated (as
〈marriage(AJ, BP), exclusive〉) but the director(AJ) and actor(BP)
atoms can be either “shareably” allocated with other requesters
(〈actor(BP), shared〉) or exclusively allocated only to one requester
agent (〈director(AJ), exclusive〉).

3. THE KNOWLEDGE ALLOCATION
PROBLEM DEFINED

Multi Agent Knowledge Allocation (MAKA) can be interpreted
as an abstraction of a market-based centralized distributed knowl-
edge-based system for query answering. In such a MAKA system,
there is central node a, the auctioneer (or the knowledge provider),
and a set of n nodes, I = {1, . . . , n}, the bidders (or the knowledge
requesters), which express their information need (including exclu-
sivity requirements) via queries, which are to be evaluated against
a knowledge base K, held by the auctioneer.

The auctioneer asks bidders to submit in a specified common
language, the bidding language, their knowledge request: 〈q, ϕ〉
where q is an exclusivity-annotated query and ϕ : N → R+ is a
valuation function.

Following the ongoing example in the paper, a knowledge re-
quest for an exclusively known marriage between a known actor
and a known director, where each such marriage information is paid
30 units for would be the singleton set {〈q, ϕ〉} with

q = 〈〈marriage(x, y), exclusive〉∧(
(〈actor(x), shared〉∧〈director(y), shared〉)∨
(〈actor(y), shared〉∧〈director(x), shared〉)

)
,

ϕ = k 7→ 30 · k.
The valuation function ϕ : N → R+ can be defined in several

ways. Assuming that valiq ∈ R+ denotes a bidder i’s interest to
obtain a single answer to a query q, standard valuation options are:

• naive valuation: ϕn(|S|) = |S| · valiq ,
• threshold valuation: ϕt(|S|) = |S| · valiq if | S |≤ threshold iqi

and |S| · (valiq − discount iq) otherwise,
• budget valuation: ϕb(|S|) = min{ϕi(|S|), budget i} where ϕi

can either be ϕni or ϕti .

Based on bidders’ valuations, the auctioneer will determine a
knowledge allocation, specifying for each bidder her obtained knowl-
edge bundle and satisfying the exclusivity constraints (expressing
that exclusivity annotations associated to atoms in the respective
bundle are indeed complied with).

Given a knowledge base and a set of n bidders, a knowledge al-
location is an n-tuple of subsets of the exclusivity-enriched knowl-
edge base (i.e., the knowledge base atoms annotated with both ex-
clusive and shared). An allocation needs to satisfy two conditions:
First, we cannot allocate the same atom as both shared and exclu-
sive. Second, an exclusive atom can only be allocated to one agent.

Given a knowledge allocation, one can compute its global value
by summing up the individual prizes paid by the bidders for the
share they receive. Obviously, the knowledge allocation problem
aims at an optimal allocation, which maximizes this value.

Please see [3] providing more details and a full formalisation
of the above intuitions, as well as a network representation of the
problem, such that the winner determination can be cast into a max
flow problem on the proposed graph structure.

4. CONCLUSION AND FUTURE WORK
We have introduced the problem of Multi-Agent Knowledge Al-

location by drawing from the fields of query answering in infor-
mation systems and combinatory auctions. To this end, we have
sketched a bidding language based on exclusivity-annotated con-
junctive queries. This approach opens up interesting work direc-
tions such as:

• Extending the bidding language: One straightforward exten-
sion would be to allow not just for ground facts (like
marriage(AJ, BP)) to be delivered to the requester but also for
“anonymized” facts ( like marriage(AJ, ∗) or, more formally
∃x.marriage(AJ, x)), which require handling adaption.

• Extending knowledge base expressivity: On one hand, the knowl-
edge base formalism could be extended to cover not just ground
facts but more advanced logical statements such as Datalog rules
(used in deductive databases) or ontology languages. In that case,
a distinction has to be made between propositions which are ex-
plicitly present in the knowledge base and those entailed by it.

• Covering Dynamic Aspects of Knowledge Allocation: In par-
ticular in the area of news, dynamic aspects are of paramount
importance: news items are annotated by time stamps and their
value usually greatly depends on their timeliness. Moreover we
can assume the information provider’s knowledge pool to be con-
tinuously updated by incoming streams of new information.

• Multiple Providers: Finally, it might be useful to extend the set-
ting to the case where multiple agents offer knowledge; in that
case different auctioning and allocation mechanisms would have
to be considered. This would also widen the focus towards dis-
tributed querying as well as knowledge-providing web-services.

Acknowledgments. We thank Angelina Jolie and Brad Pitt for
serving as a source of our inspiration.
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ABSTRACT

An ad hoc team setting is one in which teammates must
work together to obtain a common goal, but without any
prior agreement regarding how to work together. In this
work we introduce a role-based approach for ad hoc team-
work, in which each teammate is inferred to be following
a specialized role that accomplishes a specific task or ex-
hibits a particular behavior. In such cases, the role an ad
hoc agent should select depends both on its own capabilities
and on the roles currently selected by other team members.
We present methods for evaluating the influence of the ad
hoc agent’s role selection on the team’s utility and we ex-
amine empirically how to choose the best suited method for
role assignment in a complex environment. Finally, we show
that an appropriate assignment method can be determined
from a limited amount of data and used successfully in new
tasks that the team has not encountered before.

Categories and Subject Descriptors

I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms

Algorithms, Experimentation

Keywords

Ad Hoc Teamwork, Agent Cooperation, Coordination

1. INTRODUCTION
Ad hoc teamwork is a relatively new research area [1, 4,

5] that examines how an agent ought to act when placed
on a team with other agents such that there was no prior
opportunity to coordinate behaviors. This is in contrast
to most prior multiagent teamwork research, which often
requires explicit coordination protocols, languages, and/or
shared assumptions (e.g. [3, 6]).

In some team domains, the team behavior can be broken
down into roles. In such domains, an ad hoc agent’s main
task is to decide which role to assume, such that the team’s
performance is maximized. The decision of which role an ad
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hoc agent should assume is situation-specific: it depends on
the task the team performs, the environment in which it op-
erates, and the capabilities of the team members. One trivial
approach to the problem is for an ad hoc agent to assume
the role at which it is most individually capable. However,
the choice of optimal role—one that results in highest team
utility—rarely depends only on the ad hoc agent, but also
on the ability and behavior of the other team members. We
therefore examine the contribution of an ad hoc agent to
the team by the measure of marginal utility, which is the in-
crease in a team’s utility when an ad hoc agent is added to
the team and assumes a particular role. An optimal mapping
of an ad hoc agent to a role is, therefore, one that maximizes
the marginal utility, hence maximizing the contribution of
the ad hoc agent to the team’s utility.

2. PROBLEM DEFINITION
An ad hoc teamwork problem is one in which several

agents find themselves in a situation where they all have
perfectly aligned goals, yet they have had no previous op-
portunity to coordinate their teamwork [5]. In this work we
introduce the role-based ad hoc teamwork problem, which is
one that requires or benefits from dividing the task at hand
into roles. Throughout this paper we refer to the agents that
make up a team as either ad hoc agents or teammates. Ad
hoc agents are agents whose behavior we can control, while
teammates are agents that we have no control over, poten-
tially because they were programmed at a time when future
collaboration with our agents was unforeseeable.

Formally, let task d have m roles R(d) = {r0, ..., rm−1}.
Let A = {a0, ..., an−1} be the set of ad hoc agents and
B = {b0, ..., bk−1} be the set of teammates such that T =
A ∪ B is the team that is to perform task d. Let mapping
P : B → R(d) be the mapping of B to roles {r0, ..., rm−1}
and let mapping S : A → R(d) be the mapping of A to
roles {r0, ..., rm−1}. Finally, let mapping SP : T → R(d)
be the combination of mappings S and P . A team score
U(SP, d, T ) results when the set of agents T perform a task
d, with each tj ∈ T fulfilling some role ri ∈ R(d) under
mapping SP . The marginal utility MU(S, P ) obtained by
mapping S, assuming P is the mapping of B to roles, is the
score improvement obtained when S maps A to roles. Hence,
marginal utility MU(S, P ) = U(SP, d, T ) − U(P, d, B).

Given that mapping P is fixed, the role-based ad hoc team
problem is to find a mapping S that maximizes marginal
utility. Although for the remainder of this paper we focus
on the case where A = {a0}, the problem definition provided
above is valid for any number of ad hoc team agents.
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3. MODELS FOR CHOOSING A ROLE
The gold standard way for an ad hoc agent to determine

the marginal utility of selecting a particular role is to deter-
mine U(SP, d, T ) for each possible role it could adopt. How-
ever, in practice, the ad hoc agent must predict its marginal
utility for all possible roles and then select just one role to
adopt. Here we lay out three possible models with which
the ad hoc agent could do this prediction.

Unlimited Role Mapping Model The value received by
the team for an agent performing a role is not depen-
dant on the roles fulfilled by other teammates.

Limited Role Mapping Model The benefit the team re-
cieves for an agent performing role ri is dependent on
the number of agents performing ri. The team recieves
no benefit for an additional agent performing ri if this
results in less than (greater than) rmin

i (rmax
i ) agents

performing ri.

Incremental Role Mapping Model The value added by
an agent performing a role is correlated with the num-
ber of agents performing that role via a (1) logarithmic,
(2) exponential, or (3) sigmoidal function.

4. MODEL EVALUATION
We examine each of the three models described above in

a capture-the-flag style variant of Pacman [2]. The Pacman
map is divided into two halves and two teams compete by
attempting to eat the food on the opponent’s side of the
map while defending the food on their side. A team wins
by eating all but two of the food pellets on the opponent’s
side or by eating more pellets than the opponent before time
expires. The result of each game is a score differential—the
difference between the number of pellets protected by the
team and the number of pellets protected by the opponent.

Figure 1: Sample Pacman capture-the-flag map.

4.1 Determining the Best-Suited Model
We use three tasks to determine which of the models best

represents the marginal utility of a role selection for the Pac-
man Capture-the-Flag environment, where a task is defined
by the number of opponents and the map. In each task we
consider two roles that could be performed: R ={offense,
defense}.

We start by gathering full sets of gold standard data. In
particular, we gather score differentials over one thousand
games for each team of zero to six offensive agents and zero
to six defensive agents (49 teams). In order to emphasize
differences in score differentials close to zero, we input the
score differential from each game into the sigmoid function

1/1 + e−0.13∗scoreDifferential and average the results to ob-
tain gold standard data. Then we use the gold standard data
to determine the gold standard decision of whether an ad hoc
agent should perform an offensive role or a defensive role on
any team composed of zero to five offensive agents and zero
to five defensive agents. To determine the gold standard de-
cision we look at whether the gold standard data is greater

for the team with one extra defensive player or the team
with one extra offensive player.

For each of the model functions, we input the gold stan-
dard data and the model function into a least squares curve
fitting algorithm and obtain fitted parameters for the model
function. We then use the fitted parameters to calculate
fitted results for all 49 teams. Lastly, we translate these fit-
ted results into fitted decisions using the same methodology
used to translate the gold standard data into gold standard
decisions. Then we compare the number of times the gold
standard decision does not match the fitted decision for a
particular team arrangement —in other words, the number
of incorrect decisions. Our experiments showed that the ex-
ponential and sigmoidal functions of the incremental model
made the fewest incorrect decisions across the three tasks.
Hence we conclude that in the Pacman Capture-the-Flag
domain, at least on the maps and opponents studied, the
incremental model using an exponential or sigmoidal func-
tion most accurately models team utility.

4.2 Predictive Modeling
Once a model type has been selected for a domain, the

ad hoc agent can use this model to predict the marginal
utility of role selection on new tasks for which we have lim-
ited gold standard data. We do this by choosing fitted pa-
rameters for the new task based on available data. Our
experiments showed that the prediction accuracy of each in-
cremental model function variation improved as more data
was available, and that some variations did surprisingly well
even when provided extremely sparse data.

5. FUTUREWORK
This research is among the first to study role-based ad

hoc teams. As such, there are many potential directions for
future work. We plan on expanding our work into more com-
plicated environments with more than two potential roles to
fulfill and more than one ad hoc agent. Additionally, we
wish to consider the case in which the ad hoc agents en-
counter teammates that are running unfamiliar behaviors,
forcing the ad hoc agents to model their teammates.
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ABSTRACT
In some real systems, e.g., sensor networks, individual agents
will often need to form coalitions to accomplish complex
tasks. Due to communication or computation constrains,
it is infeasible for agents to directly interact with all other
peers to form coalitions. Most current coalition formation
works, however, overlooked this aspect. Those works usually
did not provide an explicitly modeled agent network or as-
sumed agents in a fully connected network, where an agent
can communicate with all other agents. Thus, to alleviate
this problem, it is necessary to provide a neighbourhood sys-
tem within which agents can directly interact only with their
neighbours. Towards this end, in this paper, we propose a
dynamic coalition formation mechanism, incorporated with
self-organisation, in a structured agent network. Based on
self-organisation principles, this mechanism enables agents
to dynamically adjust their degrees of involvement in differ-
ent coalitions and to join new coalitions at any time.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence

General Terms
Algorithms

Keywords
Coalition Formation, Self-organisation

1. INTRODUCTION
In many applications of multi-agent systems, agents will

need to dynamically join together in a coalition to complete
a complex task which none of them can complete indepen-
dently. Recently, many efforts have been done on coalition
formation and have achieved very great results. There is a
common assumption in these studies that the agent network
underlying structure is either not explicitly modeled or the
network structure is based on some regular structures, e.g.,
a fully connected network or a hierarchical network. How-
ever, in many real circumstances, particularly in large and
distributed environments, it is infeasible for each individu-
al agent to consider all the other agents to form coalition-
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s due to time, communication and computation constrains
[4]. One approach to overcome this limitation is to impose
some sort of network structure on the agents and require
that agents can directly communicate only with their neigh-
bours when forming coalitions. Gaston and desJardins [2,
3], and Glinton et al. [4] made many efforts in this way.
The common limitation in [2, 3, 4] is that an agent can
join only one coalition and once a coalition is formed for a
task, the coalition is fixed and agents cannot leave the coali-
tion, until the task is finished. Against this background,
in this paper, our research concentrates on designing a dy-
namic coalition formation mechanism in a structured agent
network, where each agent has only a limited view about it-
s neighbours in the environment and makes decisions based
only on this view. In addition, we integrate self-organisation
notion into coalition formation which enables agents to dy-
namically adjust their degrees of involvement in different
coalitions and to join new coalitions, via negotiation, at any
time if necessary. In that case, agents have more autonomy
and flexibility when they execute tasks.

2. COALITION FORMATION
In the agent network, agents make decisions based on-

ly on local information about the system, and the deci-
sion making process of agents is autonomous without ex-
ternal control. Hence, we define a set P = {P1, ..., Pn}.
P is defined as a partition of the Compatible Relation R,
where 〈ai, aj〉 ∈ R if and only if aj is a neighbour of ai.
Accordingly, it can be obtained that

⋃
1≤i≤n Pi = R and

∀Pi, Pj ∈ P : i 6= j ⇒ Pi ∩ Pj = ∅. The set P can be
generated by using Algorithm 1.

Algorithm 1: Create a partition P on relation R
begin:
(1) for each ai, ai ∈ A, in sequential order
(2) if ∃aj ∈ A : 〈ai, aj〉 ∈ R then
(3) Pi ← Pi ∪ {〈ai, aj〉};
end

The coalition formation mechanism is illustrated in Algo-
rithm 2 as follows.

Algorithm 2: Coalition Formation Mechanism
begin:
(1)Call Algorithm 1 to generate P;
(2)for each θi, θi ∈ Θ, in sequential order /*θi is a subtask of Θ*/
(3) randomly select an IDLE agent, ai ∈ A, as Initiator;
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(4) State(ai)← BUSY ;
(5) while t < DL(θi) do \* t is the real time * \
(6) for each aj ∈ A : 〈ai, aj〉 ∈ Pi
(7) if ∃rlθi ∈ R(θi) : rlθi

= raj
and rlθi is unsatisfied then

(8) Negotiate(ai, aj);
(9) end if
(10) end for
(11) if ∀rlθi ∈ R(θi) : rlθi

is satisfied then
(12) break;
(13) else
(14) select ak as Mediator based on the number of

ak’s neighbours, where 〈ai, ak〉 ∈ Pi
(15) State(ak)← BUSY ;
(16) Pi ← Pi ◦ Pk ;
(17) end if
(18) end while
(19)end for
end

2.1 The Negotiation Protocol
In order to operate the coalition formation mechanism, we

need another important component, i.e., a negotiation pro-
tocol. The coalition formation problem can be modeled as a
negotiation process between an Initiator and a Participant,
where an Initiator acts as a buyer and a Participant plays
as a seller. The negotiation focuses on a single issue, i.e.,
the degree of involvement of a Participant into a coalition
which is being formed by an Initiator. Some constrains are
listed as follows, with which each agent should comply.

1. An agent, except Initiator, can dynamically join mul-
tiple coalitions with different degrees of involvement.

2. Temporary agreements can be canceled by either Ini-
tiators or Participants without paying penalty.

3. Both Initiators and Participants cannot cancel final
agreements, but Participants can adapt the degrees of in-
volvement in their joined coalitions by paying penalty to
Initiators and Participants can join other coalitions if nec-
essary.

4. The degree of involvement of an Initiator in its initiated
coalition is postulated to be 1 and cannot be adapted.

The negotiation protocol employed in this paper extends
the alternating offers protocol [5] by allowing an agent to
make multiple agreements with other agents and to cancel
temporary agreements without paying penalty. Rubinstein’s
protocol [5] has been widely used for bilateral bargaining,
e.g., An et al. [1]. Other more complex negotiation pro-
tocols may be also available for our problem, but based on
our investigation, Rubinstein’s protocol is enough for our
problem and it is easy to implement.

There are some possible actions of buyer (Initiator) and
seller (Participant) agents.
• offer[o], where o is buyer ’s offer to a seller. An of-

fer is determined by four factors, which are the pressure of
deadline, the payment of the resource paid by the buyer to
the seller, the duration of using the resource, and the de-
mand/supply ratio of the buyer ’s required resource.
• accept[o]. When a seller receives an offer o, it can accept

the offer which results in a temporary agreement made with
the buyer.
• counter offer[o′]. If a seller is not happy with an of-

fer o, it can send back a counter-offer o′ for its available
resource. A counter-offer o′ is determined by three aspects,

which include the current state of the seller, e.g., whether
it has joined other coalitions and the degrees of involvemen-
t into those coalitions, the payment received by the seller
from the buyer, and the demand/supply ratio of the seller ’s
available resource.
• cancel[o]. After a temporary agreement is achieved by a

buyer and a seller, any one of them can cancel the agreement
without paying penalty. A final agreement, however, cannot
be canceled by either of a buyer or a seller.

The negotiation protocol, displayed in Line 8 of Algo-
rithm 2, is shown in Algorithm 3 as follows.

Algorithm 3: Negotiate(ai, aj)

\* ai is the buyer and aj is the seller * \
begin:
(1)while t <predefined period do \* t is the real time * \
(2) ai generates an offer o to aj ;
(3) if aj accepts o then
(4) AT (ai)← AT (ai) ∪ {o};
(5) AT (aj)← AT (aj) ∪ {o};
(6) State(aj)← BUSY ;
(7) return;
(8) else
(9) aj generates a counter-offer o′ to ai;
(10) if ai accepts o′ then
(11) AT (ai)← AT (ai) ∪ {o′};
(12) AT (aj)← AT (aj) ∪ {o′};
(13) State(aj)← BUSY ;
(14) return;
(15) else
(16) continue;
(17) end if
(18) end if
(19)end while
end

3. CONCLUSION
This paper provided a self-organisation based dynamic

coalition formation mechanism which enables agents to dy-
namically adjust their degrees of involvement in different
coalitions to achieve efficient task allocation. This mecha-
nism considers the existence of an underlying network struc-
ture and integrates the self-organisation concept. To re-
alise the self-organisation concept, a negotiation protocol is
employed. This research can be exploited for completing
shared tasks in many distributed systems where resources
are distributed and agents are highly autonomous, such as
distributed agent-based grid systems, service-oriented com-
puting and distributed sensor networks.
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ABSTRACT
For conflict resolution between local coordination modules
of distributed agents, synthesized based on inter-agent con-
straints, two original ideas are proposed. The first is a
designer-comprehensible Distributed Constraint Specifica-
tion Network (DCSN) for describing the constraint relation-
ships among agents. The second is an algorithm using cut-
set theory for generating, from a given DCSN, an AND/OR
graph compactly representing all conflict resolution plans.
A case study is presented.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
Agents, Multiagent Systems

General Terms
Algorithms, Design, Theory

Keywords
Multiagent Coordination, Conflict Resolution

1. DCSN
We shall use small letters such as n, m, k, to denote inte-

gers, and for an integer n ≥ 1, In denotes the set {1, 2, ..., n}.
Definition 1. Let n ≥ 2, m ≥ 1. A distributed constraint

specification network (DCSN) N is a tuple (A, C), where A =
{Ai | i ∈ In} is an agent set of size n and C = {Ck

Jk
| k ∈

Im, Jk ⊆ In} is an inter-agent constraint set of size m, where
Ck

Jk
∈ C is a constraint specified for the group of agents AJk

=

{Ai | i ∈ Jk}. In other words, for all k ∈ Im, the agents in AJk

must coordinate among themselves to respect Ck
Jk

.

Each Ck
Jk

∈ C in a DCSN N is said to be a relevant
constraint for agents in the group AJk = {Ai | i ∈ Jk}.
Without loss of generality, assume henceforth that

⋃
k∈Im

Jk =

In, i.e., every agent in A is in AJk for some k, and so every
agent needs to coordinate. Then a DCSN can be redefined
as N = {(Jk, Ck

Jk
) | k ∈ Im, Jk ⊆ In}. An element N k

1 =

(Jk, Ck
Jk

) of N is then called a basic subnet of N ; and a non-

empty N Sr
r ⊆ N consisting of r = |Sr| ≥ 1 basic subnets

is called a r-constraint subnet of N with constraint subset
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{Ck
Jk

| k ∈ Sr}. Where the constraint subset is arbitrary, a
r-constraint subnet is simply denoted by Nr.

A DCSN can be graphically represented by an undirected
graph with agents represented by rectangular nodes, and
each constraint relevant for an agent group by an oval hyper-
edge with arcs connecting it to all the agents in the group.
A r-constraint subnet Nr of N is said to be constraint-
connected if the graph representing Nr is a connected graph.

Given a DCSN N = (A, C), the problem of interest is
to synthesize local plans and coordination strategies, called
coordination modules (CM’s) henceforth, for every agent in
A to respect every constraint in C. For this problem, we
propose a compositional synthesis approach:
• Step 1 Basic Subnet Synthesis: Synthesize for ev-

ery agent a set of local CM’s, one for each of the agent’s
relevant constraints.

• Step 2 Subnet Composition
-Step 2.1 Conflict Resolution Plan Generation: Gen-
erate a conflict resolution plan for the given DCSN.
-Step 2.2 Conflict Resolution Plan Execution: Com-
pose subnets with conflict resolution by following a prece-
dence order of subnet composition operations in the plan.
This is to completely deconflict the local CM’s synthe-
sized in Step 1. Each subnet composition operation entails
designing deconflicting CM’s for the agents concerned to
ensure nonconflictingness in the composed subnet.
Henceforth, we present the theory for representing conflict

resolution plans using AND/OR graphs [1]. We assume that
a subnet composition is an operation on two subnets.

2. PLAN REPRESENTATION
A conflict resolution plan for a DCSN is a finite number

of subnet composition operations, with ordering constraints
between them. Such a plan may encompass several complete
planning sequences, each of which is an ordered sequence of
the subnet composition operations that satisfies all the or-
dering constraints. Executing a given plan means following
one of its complete planning sequences to successively com-
pose (the solutions of) different pairs of subnets to form
(solutions of) larger subnets, starting with all basic subnets
“disconnected” from each other, and ending with all of them
correctly composed to form the DCSN.

Observe that a conflict resolution planning sequence for a
DCSN N is a reversal of a successive decomposition, starting
with N , of constraint-connected component subnets until
only basic subnets remain. This suggests that the forward
search problem of generating conflict resolution plans N can
be addressed as a backward search problem of successively
decomposing N into pairs of constraint-connected compo-
nent subnets until only basic subnets are left.

Definition 2. The AND/OR graph of conflict resolution plans
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for a DCSN N is a hyper-graph TN = (SN , HN ), where 1) SN
is the set of nodes of TN and defined as SN = {Nr ⊆ N |
Nr is constraint-connected }, and 2) HN is the set of hyper-edges
of TN and defined as HN = {(Nr1 , (Nr2 , Nr3)) ∈ SN × (SN ×
SN ) | Nr2 ∩ Nr3 6= ∅ and Nr1 = Nr2 ∪ Nr3}.

The nodes in the AND/OR graph TN represent constraint-
connected subnets of N , and each of the hyper-edges is a pair
(Nr1 , (Nr2 , Nr3)) denoting the decomposition of subnet Nr1

into two component subnets Nr2 and Nr3 , or equivalently,
the composition of Nr2 and Nr3 into Nr1 . A hyper-edge
points from a node representing a subnet to two nodes rep-
resenting the component subnets. The node that represents
the complete DCSN N is referred to as the root node and
denoted by nroot, and the nodes representing basic subnets
of N are referred to as the leaf nodes. The set of all leaf
nodes of TN is denoted by Θleaf . In what follows, a conflict
resolution plan for N is represented by a tree in TN that
starts at nroot and terminates at Θleaf .

3. AND/OR GRAPH PLAN GENERATION
To generate an AND/OR graph representation of conflict

resolution plans, the idea is to enumerate all possible de-
compositions of a DCSN N into two constraint-connected
component subnets. Each such decomposition corresponds
to an edge of the AND/OR graph TN connecting the root
node representing N to two nodes, with each representing a
component subnet. The same decomposition process is then
repeated for each of the component subnets until only basic
subnets are left.

Definition 3. The constraint relational network (CRN) CRN r

of a r-constraint subnet N Sr
r = {(Jk, Ck

Jk
) | k ∈ Sr} is a tuple

(Cr , Rr), where Cr = {Ck
Jk

| k ∈ Sr} is the constraint set of

size r in Nr and Rr ⊆ Cr × Cr is a relation over Cr, such that
(∀Ck

Jk
, Ch

Jh
∈ Cr)[(Ck

Jk
, Ch

Jh
) ∈ Rr ⇔ (Jk ∩ Jh 6= ∅)].

Observe that enumerating all possible decompositions of
a subnet Nr into two constraint-connected subnets can be
done by enumerating all possible cut-sets of its CRN CRN r.
Specifically, consider a cut-set (Cx, Cy) that decomposes CRN r

into two parts, where Cx and Cy are the two disjoint sets
of vertices of CRN r belonging to these two parts. Write
Nx ∼ Cx and Ny ∼ Cy to denote respectively that Nx and
Ny are the component subnets induced by Cx and Cy. Then
Nx and Ny are two constraint-connected component sub-
nets decomposed from Nr. Conversely, any decomposition
of Nr into two constraint-connected component subnets Nx

and Ny corresponds to a cut-set (Cx, Cy) of CRN r, with
Nx ∼ Cx and Ny ∼ Cy.

Procedure GenerateANDORGraph(N )

Output: An AND/OR graph TN = (SN , HN ) of conflict
resolution plans for N , initialized with SN = ∅ and
HN = ∅

begin
Step 1: If N contains only one basic subnet then return;
otherwise, convert N into a CRN = (C, R);
Step 2: Compute CutSets as the set of all cut-sets of
CRN ;
Step 3 while CutSets 6= ∅ do

Step 3a Remove a cut-set (Cx, Cy) from CutSets. Let
Nx ∼ Cx and Ny ∼ Cy ;
Step 3b Add nodes and an edge to T :
SN = SN ∪ {Nx, Ny , Nx ∪ Ny},
HN ∪ {(Nx ∪ Ny, Nx, Ny)};
Step 3c For r ∈ {x, y}, GenerateANDORGraph(Nr);

4. A CASE STUDY
The system under study [Fig. 1(a)] consists of three agents

A1, A2 and A3, and four constraints E1
{1,2}, E2

{1,2}, B3
{1,3}

Agent A1

Agent A3

Agent A2

1take1
1return 1return

1take2

2return 2return
2take1 2take2

1place

2place

3remove1

3remove2

3deliver

Buffer B1

Buffer B2

Equipment E1 Equipment E2

(a) Overall system
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E1
{1,2}

Agent A2
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B3
{1,3}

B4
{2,3}

(b) DCSN
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(c) CRN
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3

N
{2,4}
2
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{1,4}

2

N
{2,3}
2

(d) AND/OR graph plans

Figure 1: A manufacturing system.

and B4
{2,3}. A1 and A2 are producer agents that continually

follow a production plan: Acquire manufacturing equipment
E1 and E2 in either order, produce a workpiece, return the
equipment to their initial location, move to the buffers’ loca-
tion, place the finished workpiece into the respective one-slot
buffer B1 and B2, and finally return to the initial state for a
new production cycle. A3 is a delivery agent that continually
takes a work piece from either buffer B1 or B2, processes,
and delivers it to customers. The four constraints E1

{1,2},

E2
{1,2}, B3

{1,3} and B4
{2,3} are formulated to respectively en-

sure mutual exclusion of equipment use, and no overflow or
underflow of buffers.

Fig. 1 shows the DCSN [Fig. 1(b)], CRN [Fig. 1(c)] and
AND/OR graph representation of conflict resolution plans
[Fig. 1(d)] for the manufacturing system. This AND/OR
graph can be automatically generated by applying the pro-
cedure GenerateANDORGraph to decompose the CRN in
Fig. 1(c) recursively.

With appropriate weights assigned to hyper-edges of an
AND/OR graph, an A∗ search [2] can return a solution tree
with minimum depth, namely, a plan that allows maximal
simultaneity in executing deconflicting operations, such as
the tree highlighted in Fig. 1(d). Presented elsewhere [3], a
complete CM solution for this case study can be efficiently
computed by executing this highlighted plan tree.
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ABSTRACT
We propose a framework based on Hierarchical Clustering
(HC) to perform multiagent negotiations where we can spec-
ify the type of agreements needed in terms of utility sharing
among the agents.The proposed multi-round mediation pro-
cess is based on the analysis of the agents’ offers at each
negotiation round and the generation of a social contract
at each round as a feedback to the agents, which explore
the negotiation space to generate new offers. This mech-
anism efficiently manages negotiations following predefined
consensus policies avoiding zones of no agreement.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—heuristic methods; I.2.11 [Artificial
Intelligence]: Distributed Artificial Intelligence—multia-
gent systems; I.2.11 [Artificial Intelligence]: Distributed
Artificial Intelligence—coherence and coordination

General Terms
Algorithms, Design, Experimentation

Keywords
Teamwork, coalition formation, coordination, negotiation

1. INTRODUCTION
The type of consensus employed to reach and agreement

should be taken into consideration as an integral part when
building multiparty negotiation protocols. In this paper,
we propose HCPMF, a Hierarchical Consensus Policy based
Mediation Framework for Multi-Agent Negotiation. Glob-
ally, HCMPF allows to efficiently search for agreements fol-
lowing predefined consensus policies.The protocol is designed
to minimize the revelation of private information.
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2. THE NEGOTIATION PROTOCOL
Each agent sends the mediator an initial contract of-

fer . Based on the received offers, the mediator applies the
HC algorithm [2] to form clusters of agents. The cluster
with the highest number of agents is selected. Then, the
mediator applies the OWA operator to the offers in the
selected cluster to obtain a feedback contract. The OWA
operator synthesizes the consensus policy to apply. Finally,
the mediator verifies if the deadline has been reached. If so,
negotiation ends with an agreement on the feedback con-
tract. Otherwise, the mediator computes the group dis-
tance, which is a distance estimate to the current feedback
contract from the offers in the cluster. If the group distance
is below a threshold the negotiation ends with an agreement
on the feedback contract. If it is not, the mediator proposes
the feedback contract to the agents. Each agent performs
a local exploration of the negotiation space using a variation
of GPS [1] to generate a new offer. The agent’s explo-
ration considers the feedback contract and its utility. The
new offer is sent to the mediator, which iterates the process.

3. THE MEDIATION MECHANISMS
The goal of the mediation process is to provide useful feed-

back to the agents to guide the joint exploration of the nego-
tiation space. This feedback is represented by the feedback
contract. For the contracts in the highest sized cluster Okc,
the centroid ~ck, we compute the distances Dkc from the con-
tracts to the centroid and the set of direction vectors Rkc
from the centroid to the contracts. The OWA operator will
be applied to these values in order to obtain the feedback
contract. To assess the convergence to a solution the media-
tor also computes the group distance as the OWA-weighted
distances to the feedback contract. While the purpose of HC
is to avoid zones of no agreement, the aim of using OWA op-
erators is to apply a predefined consensus policy.

Our goal is to elicit a function M , the mediation rule,
which takes ~ck, Dkc and Rkc in order to obtain a feedback
contract following a consensus policy. M describes the pro-
cess of combining the individual agents’ preferences. Our
final objective is to define consensus policies in the form of
a linguistic agenda. For example, the mediator could make
decisions following mediation rules like “Most agents must
be satisfied by the contract”.
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Figure 1: Cumulative distributions of utilities for
the complex negotiation scenario.

The above statements are examples of quantifier guided
aggregations. Any relative linguistic quantifier can be ex-
pressed as a fuzzy subset Q of the unit interval I = [0, 1]
[3]. It has been shown [3] that the OWA weights can be
parametrized using this kind of functions. Under the quan-
tifier guided mediation approach a group mediation protocol
is expressed in terms of a linguistic quantifier Q indicating
the proportion of agents whose agreement if necessary for a
solution to be acceptable. First, we will express the medi-
ation rule using the proper Q and then we will derive the
OWA weights from Q. One feature which distinguishes the
different types of mediation rules is the power of an indi-
vidual agent to eliminate an alternative. In order to cap-
ture this idea, we use the Value Of Individual Disapproval
(VOID) [3], which is defined as V OID(Q) = 1−

∫ 1

0
Q(y)dy.

Finally, the feedback contract at round k is generated in
the direction pointed by ~v from the origin ~ck, where vector ~v
results from applying the vectorial OWA operator to the di-
rection vectors. The distance at which the feedback contract
is generated is obtained by applying the scalar OWA opera-
tor to the distances to the centroid. The group distance is a
measure of closeness to an agreement. We take the distance
to the offers in the cluster from the feedback contract to esti-
mate the group distance. Again, we use W to OWA-weight
the distance estimate and consider the consensus policy. If
the group distance falls below a threshold, the negotiation
ends with an agreement on the feedback contract.

4. EXPERIMENTAL EVALUATION
In the first experimental setup we have considered 7 agents.

Utility functions are built using an aggregation of two ran-
domly located Bell functions.The radius and height of each
bell are randomly distributed within the ranges ri ∈ [20, 35]
and hi = [0.1, 1]. The probability for an agent to concede
(i.e. to attend exclusively the feedback contract) is mod-
elled for each agent using a probability value obtained from
a uniform distribution between 0.25 and 0.5. We tested the
performance of the protocol for 3 different consensus policies
using the quantifier Qp(y) = yp.

Each experiment consist of 100 negotiations where we cap-
ture the utilities achieved by each agent. To analyze the re-
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Figure 2: Social Welfare Optimality Rate vs VOID.

sults we first build a 7 agents×100 negotiations utility matrix
where each row provides each agent’s utilities and each col-
umn is a negotiation. The matrix is then reorganized such
that each column is individually sorted from higher to lower
utility values. Given the matrix, we form 7 different utility
groups: a first group named group level 1 where we take the
highest utility from each negotiation (i.e. the first row), a
second group named group level 2 with the two first rows
and so on. We have used the Kaplan-Meier estimate of the
cumulative distribution function (cdf ) of agents’ utilities for
each group. The cdf estimates the probability of finding
agent’s utilities below a certain value. The rationale behind
using grouping in the analysis is to evaluate the ability of
the protocol to find solutions which satisfy groups of agents.

The results also show that as VOID increases, the media-
tor biases the search for agreements where more agents are
satisfied at the expense of the individual satisfaction level.
In general, it is worth noting that the application of a con-
sensus policy may incur in a cost in terms of social welfare.
In a second experimental setup we have considered 7 agents,
2 issues and 4 different types of negotiation spaces in increas-
ing complexity to evaluate this issue. Figure 2 shows the
social welfare measurements (sum of utilities) for different
VOID degrees.

5. CONCLUSION
The negotiation framework presented opens the door to a

new set of negotiation algorithms where consensus criteria
may play an important role. HCPMF allows to perform mul-
tiparty negotiations where mediator guides the joint explo-
ration of a solution by using aggregation rules which take the
form of linguistic expressions. These rules are applied over
the agents’ offered contracts in order to generate a feedback
contract which is submitted to the agents in order to guide
their exploration, using HC To avoid zones of no agreement
the mediator. We showed empirically that HCPMF effi-
ciently manages negotiations following predefined consensus
policies, which has been modelled using OWA operators.
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ABSTRACT
In large-scale multi-agent systems, communicating effectively
is necessary for agents to cooperatively achieve joint goals.
Despite significant progress on the multi-agent information
sharing problem, existing research has not adequately dealt
with the case of very large teams coordinating using a wire-
less network with changing team structure and density, where
messages are broadcast to multiple members of the team. In
this paper, we developed a compact and effective informa-
tion sharing approach for teams with a dynamically chang-
ing, broadcast communication medium. By using a matrix
representation of information status, the network structure
and information needs, the model allows efficient reasoning
about communication in a single computation. Empirical
simulation results show that the approach performs well in
large team, and effectively balances sharing key information
with minimizing communication costs.

Categories and Subject Descriptors
I.2.11 [ARTIFICIAL INTELLIGENCE]: Distributed Ar-
tificial Intelligence

General Terms
Algorithms

Keywords
Communication, Broadcast, Teamwork, Decision-making.

1. MOTIVATION
Large teams of mobile robots are an attractive, emerging

approach to a range of interesting applications. Typically,
communication is required for best performance especially in
complex environments. The exact medium that robots use
to communicate varies from domain to domain, but will typi-
cally consist of some sorts of wireless broadcast within a local
area, with robots required to rebroadcast messages to have
the information reach its consumers. In many robot teams,
the available bandwidth will be dramatically less than the
volume of potentially useful messages. In this paper, we
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model the information sharing problem on an ad hoc wire-
less network with dynamically changing network structure
and density.

A large number of distributed agents {a1, .., ai, ...} in a
team A are required to move around to observe or gather
information in environment to act towards their common
goal. I = {I1, .., Ij , ...} represents the available discrete
pieces of information. Agents communicate via a wireless
network N(t) = ∪

a∈A(t)
n(a, t), where n(a, t) is defined as all

agents b who have positive probability Pr(a, b) of getting
a broadcast message from agent a at time t which depends
on the communication medium, signal strength and physical
distance between agents but is independent of the informa-
tion being communicated. When a set of related information
gi = {Ii1, Ii2, ..., Iik} comes to a single agent, a rational joint
activities can be carried out in the team toward a reward
R(gi). Information sharing is when an agent gets some in-
formation, how team members decide whether to broadcast
or rebroadcast it on the network to make the best tradeoff
between sharing information to get team reward and mini-
mizing the communication cost.

2. SHARING MODEL WITH BROADCAST
To share information over broadcast media in large multi-

agent teams, agents independently make decision on broad-
casting information they have so that the team reward can
be maximized. We use a simple matrix-based calculation,
called State-Communication-Reward (SCR) that can be done
distributedly, but approximates the complex decision calcu-
lation. In this matrix model, one matrix encodes the state of
the team (S), one encodes the communication network (C)
and one encodes the rewards for agents receiving specific in-
formation (R). A single multiplication of these matrices and
a comparison to the current communication cost is all an
agent needs to do to decide what to communicate. Instead
of the traditional decisions which have to decide whether
to broadcast the information in the sending queue piece by
piece, this is a lightweight way of making the complex com-
munication calculation for each agent.

Agent a’s local model of deciding whether to broadcast
a piece of information Ih is written as < S,ΣIh

a , T,R >.
State matrix S : A × Ih models information distribution
over the team. Specifically, the global team state consists
of all the local states of each agent, S = ∪

a∈A
La where La

represents the local state of information agent a has received
or sensed. ΣIh

a : Ih → {1, 0} denotes the action that agent
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a broadcasts Ih. The value of ΣIh
a is 1 if the information is

broadcasted by a, otherwise, the value is 0. T : S×ΣIh
a ×S →

[0, 1] models the transition function to S′ when a executes
ΣIh
a on S. The transition probability is purely based on

how agents are connected, whatever the information content
is, so T (Lai ,Σ

Ih
a , L′

ai) = Pr(L′
ai |Lai ,Σ

Ih
a ) = Pr(a, ai). To

capture agents’ view of the network, we define the matrix
C : A× A→ [0, 1], where each element C[ai][aj ] represents
agent a’s estimate of whether a link exists between ai and
aj , C[ai][aj ] = Pr(ai, aj). Agent a’s decision is to take an
optimal policy to the next team states that can maximize
the team utility, π∗ = argmaxΣIh

a
(EU(S′)−EU(S)). When

a broadcasts Ih, only agents in a’s coverage can potentially
get it, and the expected utility depends on the needs of all
of potential receivers ai which is based on what information
ai has.

EU(ΣIh
a ) =

∑

ai∈n(a,t)

Pr(a, ai) · (EU(Lai ∪ Ih)−EU(Lai))

For example, g5 = {I3, I6, I7, I9}, R(g5) = 100, Lai =
{I3, I6, I9} and the expected utility of a given information
set is a value iteration of R(gi), say, EU(Lai) = 60 is a value
iteration of R(g5) = 100. EU(Lai ∪ I7)−EU(Lai) = 40 de-
notes that the expected utility credited to the team is 40
when ai receives I7. Therefore, we setup a reward matrix
R : I × S → R where each element R[Ih][La] defines the
expected reward of receiving Ih when agent a’s local infor-
mation set is La.

By using C to determine the state transition function T ,
the compact decision model SCR is written as: < S,C,R,Σ >.
The complex information sharing decisions can be substi-
tuted with a simple matrix computation of S,C and R.
The expected utilities of all possible broadcast decisions
for agents in team A can be calculated as: U = C · S · R
where each element U [a][Ih] denotes the expected utility for
agent a to send Ih. On broadcast media, agents must bal-
ance better between providing useful information and caus-
ing network congestion. The actual cost of communication
is very small, written as sendcost, and the real cost is in
overloading the network and preventing other information
getting through. To address this problem, we consider mes-
sage collision caused by heavy traffic and model the cost
as: commcostt = reccost · ptcoll + sendcost where sendcost
and reccost are constants predefined according to the ac-
tual medium. According to the research in literature [1], we
assume that agent can locally estimate the collision prob-
ability ptcoll based on the number of messages it currently
receives. A piece of information will be broadcasted if its
expected utility is higher than the cost it occurs. When the
information utilities are fixed, our dynamic model of com-
munication cost makes the sender keep silent if the network
is busy but broadcast the information when the network is
relatively idle. In this way, SCR model can be adaptive to
the dynamically changing network traffic and make the most
use of limited network bandwidth.

3. EXPERIMENTAL RESULT
Our experiment simulates a group of 100 decentralized

robots executing tasks. These robots expanded from a 1502

to a 4002 units area of region. 500 pieces of randomly dis-
tributed information were available to be sensed and com-
municated. Robots communicated with each other by broad-

casting within a circle. The receive probability was in-
versely proportional to the distance between two robots,
Prec = 1 − d/120 where d ∈ [0, 120]. The relationship be-
tween pieces of information and their corresponding reward
values were predefined according to power law distribution1.
Moreover, we set sendcost = 10, rececost = 10.

Figure 1: Sharing information with 100 robots. (a) The
efficiencies of different algorithms. (b) The efficiencies
of SCR algorithm when robots have one, five, ten and
twenty different types.

The ratio of accumulative reward and corresponding num-
ber of messages sent by the team, which is efficiency =
Rget/numsend, measures the algorithm’s performance of bal-
ancing between sharing information and minimizing com-
munication costs. Figure 1a describes the sharing perfor-
mances of 100 robots with 20 different types by using the
Flooding [2], SBA [3] and our SCR algorithm. The reward
matrixes were constructed differently for robots with differ-
ent capabilities according to P (k2)1. As shown in Figure
1a, the efficiency of SCR algorithm is far better than Flood-
ing and SBA. The reason is that robots’ local SCR models
effectively constrain broadcast of useless messages. Figure
1b shows that the efficiency of SCR algorithm changes little
with more and more heterogeneous robot teams.
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ABSTRACT
Global constraints have been crucial for the success of centralized
constraint programming. Here, we propose the inclusion of global
constraints in distributed constraint satisfaction. We show how this
inclusion can be done, considering different decompositions for
global contraints. We provide experimental evidence of their bene-
fits on several benchmarks solved with the ABT algorithm.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Algorithms

Keywords
Distributed constraint satisfaction, global constraints

1. INTRODUCTION
Global constraints have been crucial in the development of effi-

cient constraint solvers [5]. They allow to capture global properties
on an unbounded set of variables. In many cases, the exploitation of
the semantic associated with each global constraint allows to codify
propagators able to reach local consistency levels (typically gener-
alized arc consistency, GAC) with polynomial complexity. This
is a great advantage with respect to GAC propagators for generic
non-binary constraints, which have complexity exponential in the
constraint arity.

Often, it is implicitly assumed that distributed constraint reason-
ing precludes the use of global constraints. With the usual assump-
tion that each agent contains a single variable (so agents and vari-
ables can be used interchangeably), an agent knows the constraint
with each one of its neighbors, and nothing else [6]. These con-
straints are obviously binary. But this interpretation is too restric-
tive because there are distributed applications for which it is natural
to use global constraints.

When adding global constraints in distributed reasoning we ob-
tain several benefits. First, the expressivity of distributed constraint
reasoning is enhanced since there are relations among several vari-
ables that cannot be expressed as a conjunction of binary relations
(most global constraints are not binary decomposable). Second, the
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solving process can be done more efficiently. Local consistency can
be more efficiently achieved when global constraints are involved
[5]. Assuming a solving strategy maintaining some kind of local
consistency, using global constraints improves its efficiency.

Accepting the interest of global constraints in distributed con-
straint reasoning, another question naturally follows: since some
global constraints can be decomposed in simpler constraints, is
it more efficient, to leave the global constraint as it was initially
posted or to decompose it? If several decompositions are pos-
sible, which offers the best performance? We provide some an-
swers to these questions, exploring two decompositions (binary
[1] and nested for contractible constraints [4]) against the global
constraint without decomposition, in two contexts: complete dis-
tributed search with / without unconditional GAC maintenance [3].

We assume that readers are familiar with constraint reasoning,
specially with distributed constraint satisfaction problems (DisCSP)
and the ABT algorithm [6].

2. ADDING GLOBAL CONSTRAINTS
A global constraint C is a class of constraints defined by a Bool-

ean function fC whose arity is not fixed. Constraints with different
arities can be defined by the same Boolean function. For instance,
alldifferent(x1, x2, x3) and alldifferent (x1, x4, x5, x6) are two in-
stances of the alldifferent global constraint, where falldifferent(T ) re-
turns true iff xi 6= xj , ∀xi, xj ∈ T . A global constraint C
is contractible iff for any tuple t on xi1 , . . . , xip+1 , if t satisfies
C(xi1 , . . . , xip+1) then the projection t[xi1 , . . . , xip ] of t on the
first p variables satisfiesC(xi1 ,. . . , xip) [4]. A global constraintC
is binary decomposable without extra variables iff for any instance
C(T ) of C, there exists a set S of binary constraints involving
only variables in T such that the solutions of S are the solutions of
C(T ) [1]. S is a binary decomposition of C(T ). In the following,
we write C for a global constraint, while C(T ) means a particular
instance of that global constraint on the set of variables T .

We consider three different representations for a global constraint
instance: direct, nested and binary. In the direct representation,
C(T ) is posted as a single constraint that allows all tuples on T
satisfying C. Each agent in T includes C(T ) in its constraint set.
The nested representation is applicable to all contractible global
constraints. The nested representation of C(T ) with T = (xi1 ,
. . . , xip) is the set of constraints {C(xi1 , . . . , xij ) | j ∈ 2 . . . p}.
Each agent in T includes all constraints of the nested representation
of C(T ) that involve its variable in its constraint set. The binary
representation is applicable to all global constraints that are binary
decomposable. The binary representation of C(T ) is the set of
constraints of its binary decomposition. Each agent in T includes
all constraints of the binary decomposition of C(T ) that involve
its variable in its constraint set. The three representations for the
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Figure 1: Representations for alldifferent(x1, x2, x3, x4): (left)
direct, (center) nested, (right) binary.

alldifferent(x1, x2, x3, x4) global constraint appear in Figure 1.
Considering ABT as the solving algorithm, it is worth noting

that ABT –originally proposed for binary constraints– can be easily
generalized to handle constraints of any arity [2]. We assume that
our ABT version contains such generalization.

In the direct representation,C(T ) is posted as a single constraint.
Each agent in T knows it. The lowest priority agent of T in the
ABT order is in charge of evaluating it. Other agents in T put a
link between themselves and that agent. In the nested represen-
tation, C(T ), T = (xi1 , . . . , xip), is represented by the set of
constraints {C(xi1 , . . . , xij ) | j ∈ 2 . . . p}. Thanks to the extra
constraints that are posted, the checking of C(T ) is not postponed
to the last agent in T . In the binary representation, C(T ) is repre-
sented by the set of constraints of its binary decomposition. These
three representations of a global constraint instance are equivalent
from the semantic point of view (they produce the same solutions).
But they cause different ABT executions, so they can be seen as
different models with dissimilar efficiency.

3. PROPAGATING GLOBAL CONSTRAINTS
Independently of the way a global constraint is included into

ABT, this algorithm can be enhanced maintaining some form of lo-
cal consistency during search. This was already investigated in [3],
where limited/full forms of arc consistency (AC) were maintained
during ABT execution for binary DisCSPs. While in [3] a limited
form of AC causing unconditional deletions and full AC causing
conditional deletions were considered, in this paper we only main-
tain the limited form of GAC that causes unconditional deletions
(GAC because constraints may have arity higher than 2). Clearly,
this limited GAC, that from now on we call UGAC, is less pow-
erful than full GAC. Maintaining full GAC in the distributed con-
text would cause a substantial load of extra messages which could
overcome the benefits of domain pruning. We enforce UGAC on
each considered global constraint by adapting the methods achiev-
ing GAC on them –developed in the centralized case– to this dis-
tributed setting, making them work inside each agent.

Before search, a suitable preprocess makes the problem GAC
(before search any value deletion is unconditional, so GAC is equiv-
alent to UGAC). During search, UGAC is enforced as follows: in
ABT execution, if agent self receives a nogood message justifying
the removal of its value v where the nogood has an empty left-
hand side (see [6, 3] for details), v can be unconditionally deleted
from its domain. A deletion in the domain of xself is propagated
maintaining UGAC on the constraints connecting xself with other
variables, which may cause further deletions. Since the initial dele-
tion is unconditional, deletions caused by the propagation are also
unconditional.

To maintain UGAC during ABT search, some modifications are
needed over the ABT algorithm: (1) the domain of variables con-
strained with self has to be represented in self ; (2) only the agent

owner of a variable can modify its domain; if agent i deduces that
a value could be deleted from the domain of xj , it does nothing be-
cause that deduction will be done by agent j at some point; (3) there
is a new message DEL to notify of value deletions: DEL(self , k, v)
–informing that self removes v from the domain of xself– is sent
from self to every agent k constrained with it; (4) a suitable prepro-
cess makes all constraints GAC before ABT starts. These changes
do not modify ABT correctness and completeness.

4. EXPERIMENTS AND SUMMARY
We evaluated the impact of the addition of global constraints on

random binary DisCSPs including instances of alldifferent and at-
most global constraints. For ABT on DisCSPs with loose binary
constraints, the most efficient representation is the binary one, fol-
lowed by nested and finally direct. For ABT on DisCSPs with tight
binary constraints, the most efficient representation is the direct
one, followed by nested and finally binary. The same pattern ap-
pears considering both the number of exchanged messages and the
number of non-concurrent constraint checks (NCCCs). For ABT-
UGAC, enforcing UGAC propagation during search causes a dras-
tic efficiency improvement from medium to high tightness, while
the ranking of representations remains the same.

As summary, in this paper we propose the use of global con-
straints in distributed constraint reasoning, considering three dif-
ferent ways to represent global constraints. We evaluate the per-
formance of ABT with or without UGAC maintenance on ran-
dom DisCSPs containing some global constraints. We conclude
that UGAC propagation of global constraints is never harmful in
terms of messages, and in some cases it can significantly reduce
the search space. Regarding the different representations of global
constraints, the direct representation often is the less efficient one.
For DisCSPs with loose binary constraints, the binary representa-
tion wins but for DisCSPs without solution, this representation de-
grades quickly generating too many nogood messages. The nested
representation seems to offer a good compromise: it is never worse
than direct, and in some cases it is better than binary. This is good
news: there are many more constraints that are contractible than
constraints that are binary decomposable.
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ABSTRACT
Search is among the most fundamental techniques for prob-
lem solving, and A* is probably the best known heuristic
search algorithm. In this paper we adapt A* to the multi-
agent setting, focusing on multi-agent planning problems.
We provide a simple formulation of multi-agent A*, with
a parallel and distributed variant. Our algorithms exploit
the structure of multi-agent problems to not only distribute
the work efficiently among different agents, but also to re-
move symmetries and reduce the overall workload. Given a
multi-agent planning problem in which agents are not tightly
coupled, our parallel version of A* leads to super-linear
speedup, solving benchmark problems that have not been
solved before. In its distributed version, the algorithm en-
sures that private information is not shared among agents,
yet computation is still efficient – sometimes even more than
centralized search – despite the fact that each agent has ac-
cess to partial information only.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Distributed Artificial Intelli-
gence

General Terms
Algorithms

Keywords
Distributed Search, Parallel search, Multi-Agent Planning.

1. INTRODUCTION
A* is probably the most celebrated heuristic search algo-

rithm. Its good theoretical properties make it the favorite al-
gorithm when searching for a provably optimal solution. The
main contribution of this paper is MA-A*, a multi-agent for-
mulation of A*. MA-A* attempts to make the most of the
parallel nature of the system, i.e., the existence of multiple
computing agents, while respecting its distributed nature,
when relevant, i.e., the fact that some information is local
to an agent, and cannot be shared. It is not a shallow paral-
lelization or distribution of A*, as some successful parallel
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implementations of A* [4]. Rather, it is structure-aware,
using the distinction between local and globally relevant
actions and propositions to focus the work of each agent,
dividing both states and operators among the agents, and
exploiting symmetries that arise from the multi-agent struc-
ture. Moreover, MA-A* reduces exactly to A* when there
is a single agent, unlike existing multi-core search methods
[2]. MA-A* comes in two flavors, a parallel one and a dis-
tributed one, that differ only in the nature of the heuristic
functions used.

To evaluate MA-A* we apply it to a number of multi-
agent planning problems, comparing its performance to the
best current optimal centralized planner and to the best
(non-optimal) distributed planner. In the parallel case, our
preliminary experiments show super-linear speed-up, as op-
posed to sublinear speedup by the best parallel planner, on
problems in which agents are not tightly coupled. This stems
from the fact that our algorithm is able to exploit the inter-
nal structure of the problem, and not only the added com-
putational power. Using this variant, we were able to solve
a number of planning problems that were so far beyond the
reach of the best centralized optimal planners, and show up
to ×20 speedup on problems solved by both systems. In
the distributed case, the agents are constrained to use only
information that is directly accessible to them, i.e., informa-
tion about their own operators and non-private aspects of
the operators of other agents. Thus, this variant is truly dis-
tributed, and private information is not shared. In that set-
ting, one would hope that the distributed algorithm would
do not much worse than the centralized one (which has ac-
cess to all information, but less computing power). Here,
we see that the lack of global information is costly. Yet,
even now, as long as the system is somewhat decoupled, the
distributed algorithm can outperform the centralized one.

2. MULTI-AGENT A*
A ma-strips problem [1] for a set of agents Φ = {ϕi}ki=1

is given by a 4-tuple Π = 〈P, {Ai}ki=1, I, G〉, where P is a
finite set of propositions, I ⊆ P and G ⊆ P encode the
initial state and goal, respectively, and for 1 ≤ i ≤ k, Ai is
the set of actions agent ϕi is capable of performing. Each
action a = 〈pre(a), eff(a)〉 is given by its preconditions and
effects.

The ma-strips model distinguishes between private and
public variables and operators. A private variable of agent
ϕ is required and affected only by the actions of ϕ. An
action is private if all variables it affects and requires are
private. All other actions are classified as public. That is,
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ϕ’s private actions affect and are affected only by ϕ, while
its public actions may require or affect the actions of other
agents. For ease of presentation we assume that all actions
that achieve a goal condition are considered public.

MA-A*, presented in algorithms 1-3, is a distributed vari-
ation of A*, which maintains a separate search space for
each agent. Each agent maintains an open list of states that
are candidates for expansion and a closed list of already
expanded states. It expands the state with the minimal
f = g + h value in its open list. When an agent expands
state s, it uses its own operators only. This means that
two agents expanding the same state will generate different
successor states.

Algorithm 1 MA-A* for Agent ϕi

1: while did not receive true from a solution verification
procedure do

2: for all messages m in message queue do
3: process-message(m)
4: s← extract−min(openlist)
5: expand(s)

Algorithm 2 process-message(m = 〈s, gϕj (s), hϕj (s)〉)
1: if s is not in open or closed list or gϕi(s) > gϕj (s) then
2: add s to open list and calculate hϕi(s)
3: gϕi(s)← gϕj (s)
4: hϕi(s)← max(hϕi(s), hϕj (s))

Algorithm 3 expand(s)

1: move s to closed list
2: if s is a goal state then
3: broadcast s to all agents
4: initiate verification of stable property flower−bound ≥

gϕi(s)
5: return
6: for all agents ϕj ∈ Φ do
7: if the last action leading to s was public and ϕj has

a public action for which all public preconditions hold
in s then

8: send s to ϕj
9: apply ϕi’s successor operator to s

10: for all successors s′ do
11: update gϕi(s

′) and calculate hϕi(s
′)

12: if s′ is not in closed list or fϕi(s
′) is now smaller than

it was when s′ was moved to closed list then
13: move s′ to open list

Since no agent has complete knowledge of the entire search
space, messages must be sent, informing agents of open
search nodes relevant to them. Agent ϕi characterizes state
s as relevant to agent ϕj if ϕj has a public operator whose
public preconditions (the preconditions ϕi is aware of) hold
in s. In principle, a relevant state must be sent to ϕj (and
this is what A* would effectively do). However, in some
cases, this can be avoided, and there is also some flexibility
as to when precisely the message will be sent. We discuss
these finer details later, and for now, assume a relevant state
is sent once it is generated.

The messages sent between agents contain the full state
s, i.e. including both public and private variable values, as
well as the cost of the best plan from the initial state to s
found so far, and the sending agent’s heuristic estimate of
s. When agent ϕ receives a state via a message, it checks
whether this state exists in its open or closed lists. If it does
not appear in these lists, it is inserted into the open list. If
a copy of this state with higher g value exists in the open
list, its g value is updated, and if it is in the closed list, it is
reopened. Otherwise, it is discarded. Whenever a received
state is (re)inserted into the open list, the agent computes
its local hϕ value for this state, and assigns the maximum
of its hϕ value and the h value in the received message.

Once an agent expands a solution state s, it sends s to all
agents and initiates the process of verifying its optimality.
When the solution is verified as optimal, the agent initiates
the trace-back of the solution plan. This is also a distributed
process, which involves all agents that perform some action
in the optimal plan. When the trace-back phase is done, a
terminating message is broad-casted.

Termination detection is done using Chandy and Lam-
port’s snapshot algorithm [3], which enables a process to
create an approximation of the global state of the system,
without “freezing” the distributed computation.

In the parallel setting, MA-A* allows each agent com-
plete knowledge of both private and public operators of all
agents. Thus, all agents compute (and can share) a single,
global heuristic function, meaning that hϕi(s) = hϕj (s) for
all agents ϕi, ϕj ∈ Φ and for all states s. In the distributed
setting, we assume that agents have access to public infor-
mation and their own private information only. Because
each agent has different information, it must compute its
own local heuristic function. Thus, each agent can compute
its heuristic estimate using a domain description that con-
tains its own actions, as well as all public actions projected
to public variables. The algorithm is completely agnostic as
to how the agent uses this description to compute its pri-
vate heuristic function. This allows us great flexibility, since
different agents may use different heuristics. In fact, this is
the essence of distributed search – each agent is a separate
entity, capable of making choices regarding how it performs
search.

Detailed experimental results, as well as proof of correct-
ness and optimality are available in a technical report [5].
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ABSTRACT
Multi-agent systems usually address one of two pure scenar-
ios, completely competitive agents that act selfishly, each
agent maximizing its own gain from the interaction or mul-
tiple agents that operate cooperatively in order to achieve a
common goal.

The present paper proposes a paradigm for multiple agents
to solve a distributed problem, acting partly cooperatively
and keeping a limited form of their self-interest. The pro-
posed framework has multiple agents solving an asymmet-
ric distributed constraints optimization problem (ADCOP),
where agents have different personal gains from any mutual
assignment. Three modes of cooperation are proposed –
Non-cooperative, Guaranteed personal gain, and λ-cooperation
(where agents’ willingness to suffer relative loss is parametrized
by λ). The modes of cooperation are described, as well as
their realization in search algorithms.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: [Multiagent
systems]

General Terms
Algorithms, Experimentation

Keywords
Distributed Search, Cooperation, Self interest

1. INTRODUCTION
Most studies investigating multi agent systems consider ei-

ther fully cooperative agents which are willing to exchange
information and take different roles in the process of achiev-
ing a common global goal (cf. [1]), or self interested agents
which are considered to be rational when they take actions
that will increase their personal gains (cf. [3]).

When one considers the standard working environment
in which employees perform tasks for the benefit of the or-
ganization they work for and get a pay check in return, it
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seems that this most common situation is not covered by
any of the two models described above. The agents in this
working environment are naturally self interested and often
have the option to increase their own benefit within the or-
ganization, even when benefits are non monetary. However,
the success of the organization, and ultimately of the agents
themselves, requires that the agents act loyally to increase
the organizational profit (e.g., optimize some global goal).

In such real world situations, agents need to collaborate
in finding the best (or a good) solution to the problem in a
global perspective, despite having personal goals which may
be in conflict.

Combinatorial optimization problems in which agents have
personal gains can naturally be represented as Asymmetric
Distributed Constraint Optimization Problems (ADCOPs) [2].

Previous studies of ADCOPs considered full cooperation
of the agents. In contrast, the scenarios described above
have agents that are cooperative only when some conditions
are satisfied. This generic situation of multi-agent complex
interactions raises the need to investigate modes of collabo-
ration for self-interested agents solving combinatorial prob-
lems.

The present paper focuses on two new and fundamental
questions regarding asymmetric multi agent optimization:

• What are the basic modes of collaboration one can
define for agents solving an ADCOP?

• What are the relevant search methods for exploiting
such modes of collaboration?

To address these questions three degrees or categories of
cooperation are proposed for agents that have different per-
sonal gains (interests) in an interaction process. The de-
grees are defined as a function of the personal outcomes
that agents can expect of the process relatively to the ex-
pected result of a non-cooperative interaction and on their
willingness to sacrifice for the common good.

In this study, the set of possible outcomes that can be
reached in a search process and its dependency on the level
of cooperation is investigated and a standard DCOP algo-
rithm is adjusted in order to apply to the proposed model
according to its different levels of cooperation.

2. PARTIAL COOPERATION
Three increasing degrees of cooperation are proposed for

agents: Non-cooperative, Guaranteed Personal Benefit col-
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laboration (GPB) and λ-cooperation. These degrees of co-
operation affect the possible outcome of an Interaction Pro-
cess among agents in an ADCOP. An Interaction Process
IP of n agents is a predefined sequence of events that upon
termination has each agent select value assignments for its
variables.

The expected outcome of an IP in the non-cooperative
setting depends on the details of the interaction. For a multi-
step interaction one can expect the end result to be some
form of equilibrium if the problem includes such a state and
the interaction process allows convergence to it. A GPB
solution is defined relatively to the non-cooperative (NC)
solution which serves as a baseline. In a GPB setting the
outcome of a sequence of actions must be a state which is
weakly superior for each agent (Pareto improves the outcome
of the NC process).
λ-cooperation allows agents to consider solutions with high
global quality, which are not a Pareto improvement of the
baseline state. The λ-cooperation class is based on the
amount of risk, in the form of personal losses, that agents
are willing to undertake in order to satisfy the global objec-
tive of the organization. The following definitions are used
for the definition of λ-cooperation.

If all agents in the λ-cooperation class have the possibil-
ity to approve or reject any outcome which is proposed by
the interaction process, then Ofeasible defines the set of out-
comes approved by all agents. However, if the interaction
process requires agents to perform actions which can result
in other outcomes, agents may not be willing to take any
risk and perform these actions. In this case, the set of out-
comes considered in the interaction process is a subset (may
be empty) of Ofeasible.

3. CONDITIONAL COOPERATIVE SEARCH
The simplest (and most restrictive) translation of λ-cooperation

to the distributed search setting is that the set of actions
that agent i is willing to perform during search includes only
actions which cannot lead to an outcome whose quality is
not within λi from the quality of the NC outcome for i.

This approach is rather conservative (risk averse). It lim-
its to an extreme extent the outcomes that will be consid-
ered by the agents and can prevent the search process from
exploring Pareto improving solutions of high quality. To
overcome this shortcoming one can extend the definition of
λ-cooperation search to include agents beliefs about the fu-
ture actions taken by other agents. Agents exclude in their
considerations states which they believe that will not be se-
lected by other agents. This can allow agents to ignore the
threat of undesirable outcomes that, according to their be-
lief, have low probability.

Figure 1 presents the results for three versions of the Dis-
tributed Synchronous Branch and Bound algorithm when
solving random minimization problems in comparison with
the baseline solution and the optimal solution (which ignores
the personal thresholds). The baseline non-cooperative solu-
tion was selected by using a simple greedy interaction pro-
cess. The first version of the algorithm allows agents to
reject any solution reached. Thus, the algorithm selects
the best solution in global terms that satisfies all local λ
thresholds. This version is termed No-Commitment. On
the other hand, in the second version that is referred as Full-
Commitment an agent must consider any outcome that may
result from its action. The balanced version which is based

Figure 1: Solution cost of the Synch BnB versions
when solving random problems (p1 = 0.3)

on the agent’s belief is termed Belief based Commitment.
The global quality of all three versions of the algorithm

improves when the λ value grows. The No-Commitment
version produces solutions with lower global costs than the
other two versions of the algorithm, although failing to find
the globally optimal solution. Interestingly, the belief based
version produces solutions whose costs are closer to the costs
of the solutions found by the No-Commitment version than
to the costs of solutions found by the Full-Commitment ver-
sion.

4. DISCUSSION
A formalism that extends the ADCOP framework to in-

clude agents which are partially cooperative is proposed.
Three modes of cooperation among agents were proposed
- Non-Cooperative, Guaranteed Personal Benefits collabo-
ration and λ-cooperation, where the willingness of agents to
suffer a relative loss is parametrized by λ. The outcome of
the non-cooperative mode serves as a baseline upon which
the partial cooperative model is constructed. Agents seek
alternatives which will satisfy their thresholds and improve
the global outcome.

The set of possible solutions which are explored in the
proposed partial cooperative model depends on the ability
of agents to reject unsatisfying outcomes. If the search algo-
rithm enables agents to reject unsatisfying outcomes, then
the entire set of solutions which Pareto improve the non-
cooperative baseline can be considered. On the other hand,
if agents must commit to assignments they perform during
search, they may refrain from assignments that lead to un-
satisfying outcomes and thus, prevent the pursue of high
quality solutions. A balanced compromise of these two ex-
tremes that is based on belief was proposed. Agents calcu-
late the loss that they are expected to suffer and are thus
able to ignore improbable outcomes with low quality.
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ABSTRACT
An interesting class of multi-agent POMDP planning prob-
lems can be solved by having agents iteratively solve individ-
ual POMDPs, find interactions with other individual plans,
shape their transition and reward functions to encourage
good interactions and discourage bad ones and then recom-
pute a new plan. D-TREMOR showed that this approach
can allow distributed planning for hundreds of agents. How-
ever, the quality and speed of the planning process depends
on the prioritization scheme used. Lower priority agents
shape their models with respect to the models of higher pri-
ority agents. In this paper, we introduce a new prioritization
scheme that is guaranteed to converge and is empirically bet-
ter, in terms of solution quality and planning time, than the
existing prioritization scheme for some problems.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed AI

General Terms
Algorithms, Experimentation

Keywords
DEC-POMDP, Uncertainty, Multi-Agent Systems

1. INTRODUCTION
Cooperative multi-agent and multi-robot teams in do-

mains such as sensor networks and disaster rescue [1, 2] re-
quire that agents plan courses of action that achieve their
joint objectives. In complex domains, where agents are
faced with many options, uncertainty and risk, finding good
plans can be computationally extremely difficult. An in-
teresting class of multi-agent POMDP planning problems
can be solved by having agents iteratively solve individ-
ual POMDPs, find interactions with other individual plans,
shape their transition and reward functions to encourage

∗This research is supported by the Singapore National Re-
search Foundation under its International Research Centre
@ Singapore Funding Initiative and administered by the
IDM Programme Office.
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good interactions and discourage bad ones then recompute
a new plan. One such algorithm, Distributed-Team’s Re-
shaping of Models for Rapid Execution (D-TREMOR), has
been shown to efficiently compute POMDP plans for hun-
dreds of agents, an order of magnitude scale up over most
centralized, joint POMDP planners [2].

However, the speed and quality of the D-TREMOR plan-
ning process depends on how the models are shaped with
respect to possible interactions. In this paper, we look at
the priority ordering of agents when they shape their models
to improve interactions. The intuitive idea is to give order
to the agents and make lower priority agents plan around
the plans of the higher priority agents. In decentralized pri-
oritized planning, the agents can plan simultaneously with
conflicts in the plans resolved in favor of the higher priority
agents. One prioritization scheme that is shown to work well
is prioritize agents that are more valuable to the team. We
have applied this same concept to D-TREMOR, creating an
algorithm called PD-TREMOR. Specifically, priorities are
dynamically set based on the expected utility the agent com-
putes for its local plan. Although these values change at each
iteration, at least one additional agent’s priority is fixed to
ensure convergence.

2. BACKGROUND
We employ the DPCL model [2] to represent the prob-

lems of interest in this paper. DPCL is similar to the DEC-
POMDP model in that they are both represented by the
tuple of 〈S,A,P,R,Ω,O〉, where S,A,Ω are the joint states,
actions and observations, respectively, and P,R,O are the
joint transition, reward and observation functions, respec-
tively. The primary difference between DPCLs and DEC-
POMDPs is that the interactions between agents in DPCL
are limited to coordination locales (CLs). CLs represent sit-
uations where the actions of one agent affect the local tran-
sition and reward functions of other agents. There are two
kinds of CLs: positive and negative CLs. Intuitively, posi-
tive CLs are CLs where the effects result in a positive gain in
joint rewards. Conversely, negative CLs are CLs where the
effects result in a negative gain in joint rewards. Formally,
a CL is defined as the tuple of 〈t, {(si, ai)}n1 〉, where t is the
decision epoch, si is the local state of agent i and ai is the
action taken by agent i. The set of CLs is computed from
the joint transition and reward functions.

D-TREMOR [3] is a distributed DPCL algorithm, where
each agent iteratively solves its individual POMDP, broad-
casts its individual plan to all other agents, computes its own
CLs, shapes its own POMDP model taking into account its
active CLs, that is, CLs with a high probability of occur-
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Algorithm 1 PD-TREMOR(Agent i)

1: πi ← SolveIndividualPOMDP(Mi)
2: iter ← 0
3: for all cl ∈ allCLs do
4: R0

i,cl ← SetInitialPriority(Mi, cl, πi)
5: while iter < MaxIterations do
6: αCLs← ComputeActiveCLs(Mi, allCLs, πi)
7: for all cl ∈ αCLs do
8: vali,cl ← EvaluateCL(Mi, cl, πi)
9: CommunicateCL(i, cl, pri,cl, vali,cl, R

iter
i,cl )

10: recCLs← ReceiveCLs()
11: Mi ← ShapeModel(Mi, recCLs, {Riteri,cl })
12: {πi, vali} ← SolveIndividualPOMDP(Mi)
13: iter ← iter + 1
14: for all cl ∈ allCLs do
15: Riteri,cl ← UpdatePriority(vali, vali,cl)

rence, and repeats the above steps until convergence or for
a maximum number of iterations. The agents shape their
POMDP models in two steps: (a) the individual transition
and reward functions are modified in such a way that the
joint plan evaluation is equal (or nearly equal) to the sum
of individual plan evaluations; and (b) incentives or hin-
drances are introduced in the individual agent models based
on whether a CL accrues extra reward or is a cost to the
team members. This incentive/hindrance is the difference
in the value of the plan for the team with the CL. To ensure
convergence, D-TREMOR employs two mechanisms – prob-
abilistic shaping of agent models to resolve positive CLs and
a prioritization scheme that determines which agent model
to shape to resolve negative CLs.

3. PD-TREMOR
Unfortunately, the prioritization scheme used by D-

TREMOR is rather ad-hoc. It is based on agent IDs, which
are arbitrary. As a result, one can construct simple exam-
ples where the scheme can lead to arbitrarily bad results.
We thus introduce a prioritization scheme that associates
the priority of an agent with the expected value of its indi-
vidual plan. The larger the expected value of an agent, the
higher the priority of that agent. The intuition is that agents
with small expected rewards should shape their models so
that they can find individual plans with higher expected re-
wards. This scheme is dynamic across iterations since the
individual plans can change across iterations. However, this
scheme ensures that the priority of at least one agent is fixed
at each iteration to ensure convergence. Thus, it takes at
most n iterations to fix the agent models of all agents.

We implement this scheme over D-TREMOR and re-
fer to the new extension as Prioritized D-TREMOR (PD-
TREMOR). Algorithm 1 shows the pseudocode. The over-
all algorithm has the same distributed structure as the D-
TREMOR, with each “self” agent i running in parallel to
other agents in the system. Each agent i now maintains
a priority Riteri,cl for each CL cl and iteration iter. Each
agent starts by computing its individual plan πi assuming
no other agents exist in the environment (line 1) and sets
its initial priorities with the SetInitialPriority() func-
tion (lines 3-4). It then computes its active CLs (line 6)
and for each active CL, it evaluates the effect of that CL
(line 8) and broadcasts that information together with its
priorities to the other agents (line 9). Upon receiving the
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Figure 1: Experimental Results

CL and priority information of all other agents (line 10),
each agent shapes its model according to those priorities
with the ShapeModel() function (line 11). Intuitively, for
each CL, low priority agents shape their models in favor
of higher priority agents. Finally, each agent solves its in-
dividual POMDPs with its newly shaped model (line 12)
and repeats these steps for a maximum number of iterations
(line 5).

4. EXPERIMENTS
We run experiments using the disaster rescue problem de-

scribed in [2]. Each problem instance was solved once by PD-
TREMOR and 5 times with (non-prioritized) D-TREMOR.
As D-TREMOR contained probabilistic shaping heuristics,
these multiple runs were necessary to measure characteris-
tic performance, which was unnecessary for PD-TREMOR’s
deterministic prioritization heuristics. However, we show re-
sults for problems with only negative interactions only due
to space constraints. Our algorithm failed to perform statis-
tically better for problems containing positive interactions.

Figure 1(a) shows the expected value of the solutions
(joint plans) generated by D-TREMOR and PD-TREMOR.
As D-TREMOR is stochastic, its performance data is dis-
played as a boxplot over each of the 10 problem instances.
While overall value was highly specific to individual map
instances, PD-TREMOR’s plans consistently matched and
exceeded the value of average D-TREMOR plans on most
maps. This suggests that dynamic prioritization offers com-
petitive performance when resolving negative interactions.
An additional benefit of the dynamic prioritization can be
seen in Figure 1(b), a plot of the total time taken for 10 iter-
ations of each algorithm. Here, the solid line represents PD-
TREMOR, and the dotted line represents the time taken by
D-TREMOR. In every case, PD-TREMOR is able to com-
plete the same number of iterations faster, implying that it
is performing a more efficient search.
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ABSTRACT
We take an agent-based approach to real-time traffic signal
control based on coordinated look-ahead scheduling. At each
decision point, each agent constructs a schedule that opti-
mizes movement of the currently approaching traffic through
its intersection. For strengthening its local view, each agent
queries the scheduled outflows from its direct upstream neigh-
bors to obtain an optimistic observation, which is capable of
incorporating non-local impacts from indirect neighbors. We
summarize results on a road network of tightly-coupled in-
tersections that demonstrate the ability of our approach.1

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—Multiagent systems, Coherence and coordination

General Terms
Algorithms

Keywords
Distributed Scheduling, Multi-Agent Coordination, Intelli-
gent Transportation Systems, Real-Time Systems

1. INTRODUCTION
Intelligent traffic signal control presents the potential to

substantially reduce congestion in road networks. However,
how to achieve effective real-time control remains challeng-
ing [2]. Not only are the number of joint signal control
sequences and local observations huge for just one intersec-
tion, but efficient flow of traffic through a road network also
requires coordination among neighboring intersections.

Given the complexity and inherently distributed nature
of real-time traffic signal control, we take an agent-based
approach to solving this problem. We assume that each
intersection is controlled by an agent using a schedule-driven
intersection control strategy (SchIC) [4]. To strengthen the
local views of individual agents and avoid myopic decisions,

1This research was supported in part by the Traffic21 Initia-
tive at Carnegie Mellon University, with support from the
Hillman Foundation and the Heinz Endowments.
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each agent asynchronously requests a projection of output
flows from its direct upstream neighbors at each decision
point to obtain an optimistic observation, which is capable
of incorporating non-local impacts from indirect neighbors.

2. PROBLEM DEFINITION
To keep the following description of our coordinated look-

ahead scheduling as simple as possible, we focus on an one-
way road network of signalized intersections. At each inter-
section, the traffic light cycles through a fixed sequence of
phases I, where each phase i ∈ I governs the right of way for
a set of non-conflicting movements from entry to exit roads.

Each intersection is controlled by an agent that proceeds
according to a rolling horizon [2–4], by holding a finite signal
sequence SSTL, and continually appending it with a short
sequence (SSext) at each successive decision point. Each
signal sequence contains a sequence of green phases and as-
sociated durations. Furthermore, SSTL always satisfies the
timing constraints for fairness and safety: each phase i has
a variable duration (gi) that can range between a minimum
(Gmini ) and maximum (Gmaxi ), while the yellow light after
each phase i runs for a fixed duration (Yi).

For traffic signal control, the objective is to minimize the
average delay of vehicles traveling through the road network.

3. INTERSECTION CONTROL
We adopt a schedule-driven intersection control (SchIC)

strategy [4]. The basic idea is to form a scheduling problem
using the current observation (o), particularly the inflows
(IF ) in the prediction horizon (H), and to generate a sched-
ule that obtains a near optimal control flow (CF ∗).

To achieve efficiency, we exploit an aggregate flow repre-
sentation. Vehicles in a given non-uniform flow are organized
using an ordered cluster sequence C = (c1, · · · , c|C|), where
|C| is the number of clusters in C. Each cluster c is defined
as (|c|, arr, dep), where |c| is the number of vehicles in c, and
arr (dep) gives the expected arrival (departure) time at the
intersection respectively for the first (last) vehicle in c.

An observation o contains the current decision time cdt,
the current phase index cpi and duration cpd of SSTL, and
the inflows IF containing the currently sensed vehicles.

Formally, IF = (CIF,1, · · · , CIF,|I|), where CIF,i is a clus-
ter sequence containing the vehicles with the right of way
during phase i. Clusters in each CIF,i are further aggre-
gated into an anticipated queue and arriving clusters.

A control flow CF contains the results of applying a signal
sequence that clears all clusters in an observation o. For-
mally, CF = (S,CCF ), where S is a sequence of phase in-
dices, i.e., (s1, · · · , s|S|), and CCF contains a sequence of
clusters (cCF,1, · · · , cCF,|S|) that are reorganized from IF .
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Algorithm 1 Obtain an optimistic non-local observation

1: m = GetEntryRoadByPhase(i) {For each phase i}
2: UpAgent = GetUpstreamAgent(m)
3: Request COF from UpAgent using (cdt,m,Hext)
4: Shift(COF , the travel time on m)
5: Append COF into CIF,i

Algorithm 2 Return COF for a message (cdt, n,Hext)

1: (COF , SOF ) = (C∗CF , S
∗) ∩ [cdt, cdt+Hext]

2: for k = |COF | to 1 do
3: |cOF,k| = |cOF,k| · tp(sOF,k, n) {turning proportion}
4: end for

For any k, all vehicles in cCF,k belong to CIF,sk .
The scheduling search space is formed by viewing each

cluster as a non-divisible job. The jobs in CIF,i can only
leave the intersection when the phase index is i, and the jth
job can only leave after the (j−1)th one has left. Each S is a

schedule with |S| = ∑|I|
i=1 |CIF,i|. For a partial schedule Sk

(the first k elements of S), its schedule status is defined as
X=(x1, · · · , x|I|), where xi ∈ [0, |CIF,i|]. In the state update
that adds sk to Sk−1, we have xsk = xsk + 1, cCF,k comes
from the xsk th cluster in CIF,sk , and the actual arrival time
and cumulative delay of cCF,k are determined according to a
greedy construction of the corresponding signal sequence [4].

The cumulative delay of CF ∗ is minimized by a dynamic

programming process [4], which has |I|2 ·∏|I|i=1(|CIF,i| + 1)
state updates in the worse case, where |CIF,i| ≤ H, and
each state update can be executed in constant time. It is
polynomial in H since |I| is limited in the real world.

The first job in CF ∗, if available, is used to determine
SSext. There are two possible extension choices: 1) ter-
minate the current green phase and move to the next (if
|S∗| ≡ 0, or s∗1 6= cpi, or arr(c∗CF,1) ≥ SwitchBack(cpi));
or otherwise 2) extend the current phase, in which case
ext = min(dep(c∗CF,1)− cdt, thext), where thext is the upper
limit. A repair rule is applied lastly to ensure that SSTL
does not violate any time constraints after appending SSext.

4. BASIC COORDINATION MECHANISM
In a road network, an agent is susceptible to myopic deci-

sions if its local prediction horizon is not sufficiently long. To
counteract this possibility we extend each agent’s local view
with an optimistic non-local observation from its upstream
agents, as shown in Algorithm 1. For each phase index i,
the corresponding entry road m is identified, and the corre-
sponding upstream agent UpAgent is obtained. The agent
then sends UpAgent a request message (cdt,m,Hext), where
Hext is the maximum horizon extension, for the planned out-
put flow COF of UpAgent. Upon receipt of COF , the down-
stream agent adds an offset time — the average travel time
between the two agents (intersections) — to all the clusters
in COF and appends the clusters to the end of CIF,i.
UpAgent executes Algorithm 2 to obtain the output flow

COF at the current time cdt, based the previously planned
control flow (S∗, C∗CF ). The entry road m of the requesting
agent is the exit road n of UpAgent. In Line 1, (COF , SOF )
is obtained as the subsequence of (C∗CF , S

∗) that belongs to
the time period [cdt, cdt + Hext]. In Line 3, tp(i, n) is the
portion of traffic turning onto exit road n during phase i.

An essential property of this protocol is that non-local
impacts from indirect neighbors can be included if Hext is
sufficiently long, since the control flow of direct neighbors
contains flow information from their upstream neighbors.
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Figure 1: (a) 5X5 grid network; (b) Average Results.

The optimistic assumption that is made is that direct and
indirect neighbors are trying to follow their schedules. The
optimization capability of SchIC makes schedules quite sta-
ble. Minor schedule changes in neighbors can be absorbed
by exploiting the temporal flexibility in their control flows.

5. RESULTS
We simulate performance using SUMO2 on a 5X5 one-way

grid network as shown in Figure 1 (a). In this network, all
road lengths are 75 meters, except for the horizontal roads 2
→ 3 and 0 → 1, which are respectively 25 and 150 meters.

On each road, the free-flow speed is 10 meters per second.
For each intersection, Y , Gmin and Gmax are respectively
5, 5, and 55 seconds. Because the minimal switchback time
(Y +Gmin + Y = 15 seconds) is longer than the travel time
on one road (2.5 or 7.5 seconds), non-local impacts from in-
direct neighbors might be nontrivial and cannot be ignored.

Only through traffic movements are considered. For back-
ground traffic, each minor route generates a flow of 1/20 of
the total traffic. There are two major flows on C and 3 that
generate 3/5 of the total traffic. The total simulation time
is one hour, and for each twenty minute period, the demand
ratios between C and 3 are 35:25, 40:20, and 45:15.

Figure 1 (b) shows the average results of three control
strategies, i.e., BPU, SchIC, and CoL0, for different de-
mands. BPU (balanced phase utilization) [1] is an adaptive
coordination strategy using offset calculation, SchIC is the
isolated control strategy [4], and CoL0 applies the optimistic
non-local observation (Hext = 15 seconds) to SchIC.

CoL0 produced lower waiting times than both other strate-
gies. Comparison to SchIC demonstrates the added benefit
of optimistic non-local observation. Furthermore, CoL0 out-
performs BPU without requiring explicit offset calculation;
coordination between neighbors is instead accomplished im-
plicitly by looking ahead to upstream output flows. Future
work will explore the use of additional coordination mecha-
nisms to address specific situations (e.g., queue spillbacks).
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ABSTRACT
In many situations, agents optimize their own operations locally
but their local problems are interdependent. We consider the prob-
lem of coordinating these local problems to find a globally optimal
solution. We model the coordination problem as a Distributed Con-
straint Optimization Problem that can take advantage of the locality
of interactions, and then show how incremental elicitation and solv-
ing techniques can minimize the effort required. We illustrate the
approach on an example of coordinating logistics service providers,
for example couriers in a delivery company.

1. INTRODUCTION
In any cooperative multi agent setting, agents need to coordinate

their actions. Take as an example a logistics setting, where indi-
vidual couriers pick up and deliver packets. The decision on who
is assigned which packet must be coordinated, i.e no two couriers
should try to pick up the same packet, because this leads to a waste
of resources. Furthermore, no two coordinated assignments are the
same, i.e. some assignments use the available resources more effi-
ciently then others. Also, individual couriers could have individual
preferences over different routes. They might prefer one restaurant
over another for lunch, know which roads are more likely to be con-
gested and so on and so forth. This latter information is difficult to
formalize, and hence it would be best if each courier would be able
to plan its own route. We thus have a global coordination problem
with local preferences.

More generally, one can say that coordination problems consist
of two highly interrelated parts: the local problems of each par-
ticular agent, that determine the preferences of individual packet
assignments, and the coordination problem that determines which
assignments are compatible. In this paper we argue that the DCOP
paradigm [2] is a natural model for coordination problems. DCOP
algorithms, however, have been designed without regard of the pos-
sible difficulty of solving the local problems of the agents. This pa-
per evaluates a range of DCOP algorithms on problems with non-
trivial local problems.

2. MULTI AGENT COORDINATION PROB-
LEMS

Many coordination problems are resource or task allocation prob-
lems: given a finite set of resources or tasks, distribute them over
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the agents. Often, however, multiple outcomes are feasible, and the
agents have preferences over these outcomes. A solution to a co-
ordination problem is thus a feasible outcome that maximizes the
local preferences of the different agents.

An example of a coordination problem can be found in logistics.
Being able to efficiently distribute goods using couriers has large
practical value. The types of problems we are looking at in this
paper are inspired by a project with a courier company in a large
european city, where couriers make independent decisions about
their routes. The particular model used in this paper is an adaptation
of the Truck Task Coordination (TTC) problem as given in [4].

We take the perspective of a single company, consisting of a
group of couriers, dispersed over a geographical area. Each courier
has its own garage, from which it operates. Customers offer pack-
ets for pickup and delivery to the company, but there are restrictions
on which couriers are allowed to service them: packets will only be
offered to couriers whose garages are within a certain range of the
pickup and delivery locations. Furthermore, the range of the couri-
ers will also be limited. These two restrictions together make that
not all possible packet assignments are feasible. The main differ-
ence with standard VRP problems [6] is that not all couriers are
able to service all packets. Furthermore, the goal is to maximize
utility and not to minimize driving distance, where the utility is
defined as the payment obtained from delivering a set of packets,
minus the cost incurred by driving.

The DCOP paradigm is well suited to model the TTC problem.
Let Pi ⊆ P be the set of packets that has been offered to courier ti,
and let Tj ⊆ T be the set of couriers that have been requested to
deliver packet pj . Then for each courier ti and every packet pj such
that pj ∈ Pi and |Tj | > 1, ti owns a binary variable xij . Packets
pj for which |Tj | = 1 are assumed to be delivered by this courier,
if within courierRange. If xij = 1, then ti will service packet pj ,
and if xij = 0 it will not service it. If a packet is not serviced,
a penalty γ is incurred. For each packet, this is modeled through
a |Tj |-ary constraint, running over all variables that represent the
particular packet. The coordination constraint must enforce that no
two couriers will deliver the same packet. This is captured by the
following hard constraint.

xik + xjk ≤ 1 (1)

The local utility of an agent depends on the set of packets it is
assigned, and on the route that it will take. Only packets that are
within a certain distance are to be serviced. Let distance(ti, pj) =
truewhen both the pickup and delivery city of packet pj are within
courierRange, and false otherwise. Then ownPacketsi =
{pj |distance(ti, pj) = true ∧ |Tj | = 1} is the set of packets
that only courier ti can service, and coordinationPacketsi =
Pi \ ownPacketsi is the set of packets courier ti needs to co-
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ordinate over. For every delivered packet pj , a courier gets paid
αwpj , where wpj is the weight of packet pj and α is the pay-
ment per unit weight. Hence it is guaranteed a payment of pr =∑
p∈ownPacketsi αwp. The cost of the route is provided by the

local solver. If the assignment contains a packet whose pickup or
delivery city is outside of the courierRange, or when the capacity
constraint cannot be met, it is infeasible and this is indicating by
setting the cost to∞.

vrpi(ownPacketsi, x
i
j1 , . . . , x

i
jm) = (2)

pr +

m∑

k=1

xijkαwpjk − cost of the route

3. EXPERIMENTAL RESULTS
The main goal of the experiments presented in this section is to

investigate the influence of the presence of non trivial local prob-
lems on the complexity of the coordination problem. Performance
is measured using both simulated time [5] and Non Concurrent
Constraint Checks (NCCC) [1].

3.1 Experimental Setup
We evaluated several DCOP algorithms on the TTC problem.

We created a map of size 1000x1000, with 50 cities, 6 couriers and
16 packets randomly dispersed over the cities. The customer range
and courier range are taken from {200, 250, 300, 350, 400} and for
each combination of parameters we generated a 101 instances. We
evaluated DPOP, O-DPOP, DSA, MGM and MGM2 on all these
problems, setting the penalty for querying the local problem at 60
seconds per query. The local solver used for O-DPOP is not guar-
anteed to generate packet assignments in a best first order, and any
violations are recognized and the utilities capped. The local search
algorithms are run until they converge.

All algorithms have been written in Java, and have been imple-
mented in the Frodo [3] framework. All experiments have been run
on a four core Intel xeon 3 Ghz machine running linux, and each
run was allocated 2 Gb of internal memory.

3.2 Results
Due to space constraints we show only a fraction of the experi-

mental results. Figure 1 shows the solution quality obtained by the
algorithms, and Figure 2 shows the simulated runtime. First, note
that the local search algorithms are only able to find good solutions
for the simplest problems. Furthermore, the lack of results for lo-
cal search algorithms on problems with a customer range of more
than 350 is caused by the fact that they are not able to find feasi-
ble solutions. The more complex the problems become, the more
suboptimal the found solutions are. As for runtime, it is clear that
O-DPOP outperforms DPOP. For the smaller problems it is even
faster than the local search algorithms, but never worse.

4. CONCLUSIONS
There is a wide range of methods for solving coordination prob-

lems. In this paper we show that the DCOP paradigm is a natural
choice for modeling such problems. Experimental results show that
DCOP methods allow one to take advantage of the problem struc-
ture to obtain optimal solutions with reasonable complexity.

Furthermore, the results show that if the problems do not ask for
a great amount of coordination, i.e locally good solutions are part
of globally good solutions, the incremental elicitation algorithm O-
DPOP needs to perform little to no work to find the optimal alloca-
tion of goods. It even outperforms local search algorithms.
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Figure 2: Simulated Runtime for courier range of 400

In future work, we plan to improve the preference elicitation
scheme used here to make it more efficient and also allow for any-
time performance. We are also considering more efficient data
structures for task allocation that could improve the communica-
tion efficiency of the process.
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ABSTRACT
Supply Chain Formation (SCF) is the process of determining
the participants in a supply chain, who will exchange what
with whom, and the terms of the exchanges. Decentralized
SCF appears as a highly intricate task because agents only
possess local information, have limited knowledge about the
capabilities of other agents, and prefer to preserve privacy.
Very recently, the decentralized SCF problem has been cast
as an optimization problem that can be efficiently approx-
imated using max-sum loopy belief propagation. Unfortu-
nately, the memory and communication requirements of this
approach largely hinder its scalability. This paper presents
a novel encoding of the problem into a binary factor graph
(containing only binary variables) along with an alternative
algorithm. These allow to scale up to form supply chains in
markets with higher degrees of competition.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Algorithms, Economics, Experimentation

Keywords
Supply chain, belief propagation, scalability

1. INTRODUCTION
According to [4], “Supply Chain Formation (SCF) is the

process of determining the participants in a supply chain,
who will exchange what with whom, and the terms of the
exchanges”. Although intractable [3], the SCF problem has
been widely tackled by the multi-agent systems (MAS) liter-
ature, mainly through centralized auction-based approaches
[5, 1]. Furthermore, as argued in [4], even when the compu-
tation is tractable, no single entity may have global alloca-
tive authority to compute allocations over the entire supply
chain (SC). To overcome these limitations, a decentralized
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manner to solve the problem is proposed in [4]. More re-
cently, Winsper et al. [6] cast the decentralized SCF prob-
lem into an optimization problem that can be approximated
using max-sum loopy belief propagation (lbp)1. Unfortu-
nately, the memory and communication requirements of this
approach hinder its scalability.

In this paper we propose a novel approach to the decen-
tralized SCF problem, the so-called Reduced Binary Loopy
Belief Propagation (rb-lbp), that significantly outperforms
lbp in terms of scalability.

2. SCF PROBLEMS AS FACTOR GRAPHS
In lbp the SCF problem is casted into a factor graph com-

posed of variables and factors. A single variable is created
for each participant in the SC. The values (states) of each
participant’s variable encode the individual decisions that
the agent needs to make regarding her exchange relation-
ships plus an inactive state. For example, say that an agent
needs to purchase a good to produce another one. Consider
also that there are three possible producers for the requested
good and three possible consumers for the produced good.
Therefore, the agent’s variable will have 10 states. That is,
one for each of the producer-consumer combinations plus an
inactive state. Notice that the number of states of an agent’s
variable grows exponentially with the number of agents and
goods.

Agents’ buying and selling prices are introduced by means
of activation factors. Each agent has an activation fac-
tor that stores a value of zero whenever the agent is inac-
tive and the agent’s buying or selling price otherwise. Fur-
thermore, in the factor graph, variables corresponding to
potential partners are connected through a compatibility
factor. Each of these factors encodes the compatibility be-
tween the decisions of the two agents involved. Two agents’
decisions are incompatible whenever one of them is willing
to trade with the other, but the other does not. Notice that
the size of the compatibility factors is the product of the
sizes of the variables it connects. Therefore, the memory
needed by an agent to store factors grows exponentially to
the number of agents and goods. Moreover, the messages
exchanged between two agents encode their preferences over
each other states. As a consequence, the communication
requirements of lbp are also exponential to the number of
goods and agents.

1We address the reader to [2] for a description of max-sum.
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Measure lbp rb-lbp
Memory needed per agent to
store the preferences over her
state

O(AG) O(G · A)

Size of largest factor O(A2G) O(1)
Maximum memory needed per
agent (to store both preferences
and factors)

O(G ·A2G+1) O(G ·A)

Maximum message size O(AG) O(1)
Maximum bandwith consumed
per agent and iteration

O(G ·AG+1) O(G ·A)

Overall consumed bandwith O(n ·G · AG+1) O(n ·G · A)

Table 1: Required resources: LBP vs. RB-LBP.

2.1 Scaling up supply chain formation
In order to cope with the scalability issues of lbp, we

model the SCF problem as a binary factor graph containing
only binary variables.

In this new model, each agent is aware of two sets of vari-
ables that encode her decisions to collaborate with potential
partners. On the one hand, each agent encodes whether she
is active (part of the SC) or not by means of an activa-
tion variable. On the other hand, each agent encodes her
decision to trade a particular good with a particular pro-
ducer/consumer using an option variable. Notice that the
number of variables an agent needs to encode her decisions
is linear to the number of possible exchanges she is involved
in.

First, to guarantee that only one of the providers of a
given good is selected, we make use of a selection fac-
tor. A selection factor links the activation variable from
the agent with the option variables for that good. Second,
we need to guarantee that the decisions from different agents
are coherent among them. Thus, we add an equality fac-
tor constraining the seller’s option variable and the buyer’s
option variable to be either both 1 or both 0. Notice that
there is no need to store selection and activation factors in
memory since they can be encoded as logical expressions.

Then, we show that, since we only employ binary variables
and hard constraints, we can greatly reduce the computa-
tion required to assess messages. First, we only consider
the configurations of variables that satisfy equality and se-
lection factors. Second, instead of sending messages with
a value for each of the two states of each variable, in rb-
lbp messages contain the difference between these two val-
ues. Both changes together severely reduce the computation
needed to assess messages. Moreover, since each agent only
exchanges a single value with each of her neighbours, band-
width requirements in rb-lbp scale linearly with the number
of goods and agents.

Worst case memory and bandwidth requirements for both
rb-lbp and lbp are summarized in table 1. A denotes the
maximum number of agents connected to a good, G denotes
the maximum number of goods an agent is interested in, and
n stands for the total number of agents in the network.

3. EVALUATION
We benchmarked rb-lbp against lbp in the networks de-

scribed by Walsh et al. in [4] and in larger networks with
higher degrees of competition (in terms of number of providers
offering each good). In the networks described by Walsh
et al., rb-lbp requires from 2 up to 13 times less memory
than lbp depending on the network structure. Moreover,

the bandwidth consumed by an agent during an lbp itera-
tion is up to 5 times larger than rb-lbp’s.

For larger networks (up to 500 agents and 50 goods),
lbp memory requirements are up to 5 orders of magnitude
greater than for rb-lbp. Bandwidth usage for lbp is up
to 787 times larger than for rb-lbp and, regarding com-
putational time, rb-lbp is up to 20 times faster than lbp.
Finally, the median SC value obtained by rb-lbp is up to 2
times greater than those obtained by lbp.

4. CONCLUSIONS AND FUTURE WORK
In this paper we have described rb-lbp, a novel approach

for decentralized SCF. We have shown both theoretically
and experimentally that rb-lbp scales nicely to market sce-
narios with larger number of participants and increasing
competition. Our experimental results show that rb-lbp
can significantly reduce the usage of memory and commu-
nication several orders of magnitude with respect to lbp.
Furthermore, rb-lbp produces up to two times higher value
supply chains and has smaller time complexity. Therefore,
rb-lbp allows to tackle large-scale decentralized SCF prob-
lems.

Up to date approaches for decentralized SCF [4, 6] can
only be applied to networks where agents can produce at
most a single good. In order to compare with previously
existing approaches, all the experimental results in this pa-
per are over this kind of networks. However, rb-lbp can
readily be applied to scenarios where producers can deliver
more than one good. Experimentally evaluating rb-lbp in
these scenarios and over a variety of actual-world network
structures is left as future work.
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ABSTRACT
Forming commitments about abstract influences that agents can
exert on one another has shown promise in improving the tractability
of multiagent coordination under uncertainty. We now extend this
approach to domains with meta-level reward-model uncertainty.
Intuitively, an agent may actually improve collective performance
by forming a weaker commitment that allows more latitude to adapt
its policy as it refines its reward model. To account for reward
uncertainty as such, we introduce and contrast three new techniques.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Multiagent Systems

General Terms
Algorithms, Theory, Performance

Keywords
Multiagent Planning, Transition-Decoupled POMDP, Model Uncer-
tainty, Bayesian Rewards, Influence Abstraction, Commitments

1. INTRODUCTION
Implicit in the problem of optimal multiagent coordination is the

need to balance the local value of one’s actions with the nonlocal
value gained (or lost) from helping (or hindering) others. This prob-
lem is complicated by the presence of transition and observation
uncertainty, where agents cannot be certain of the effects of their
actions on their peers nor be fully aware of the situations their peers
are encountering. Influence abstraction has proven useful in reduc-
ing the computational burden of optimal coordination by restricting
consideration to an abstracted space of possible probabilistic non-
local effects [1, 5]. In a running example shown in Figure 1 (top),
two military field units G1 and G2 (where G1 can use one of two
switches to open a gate for G2) can successfully coordinate by G1

committing to a desirable influence in the form of a time and proba-
bility of opening the gate. By abstracting away local policy details
that are superfluous to other agents, influences can enable agents to
effectively cope with transition and observation uncertainty.
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Figure 1: Example Problem and corresponding TD-POMDP

In this paper, we consider a third complicating factor: dynamic
and uncertain rewards. In the example problem, the rewards G1

receives in different locations depend upon the presence of an en-
croaching enemy; as time progresses, the enemy might render some
locations more harmful, as manifested by nondeterministically de-
creasing rewards (with an intensity reflected in the shading in Figure
1). If the agent were alone, it could leverage the reward dynamics
to reactively select the best actions depending on how its rewards
progress. (For instance, it could navigate away from a switch as it
starts to become more harmful.) Committing to a particular influ-
ence (e.g., raising the gate at a given time), on the other hand, may
constrain the agent’s policy in such a way as to preclude taking these
actions and saving itself from harm. When planning its influences
under reward uncertainty, the agent should account for the latitude
that each influence allows in improving its local value. This in-
sight motivates our investigation into the efficacy of influence-based
planning under reward uncertainty, which we summarize below.

2. INFLUENCE-BASED PLANNING
There are several decision-theoretic formulations for problems

like that portrayed in Figure 1, where agents act largely indepen-
dently but can sometimes achieve preconditions that affect others [1,
4, 5]. Each of these formulations decomposes the conventional joint
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decision model [2] into a set ofN local models, one per agent i that
includes a local state feature vector φi; similarly, they decompose
the joint reward function into a summation of local reward func-
tions: R(φ(t), a(t)) =

∑N
i=1 Ri(φi(t), ai(t)). The TD-POMDP

of Witwicki and Durfee (W&D) [5], an instance of which is depicted
in Figure 1 (bottom), further divides a local state φi into nonlocally-
affected features φni (that only other agents’ actions immediately
affect) and locally-affected features φli, and explicitly distinguishes
those mutually-modeled features φmi through which i’s interactions
occur. In our example, agentG2 models a single nonlocally-affected
feature g (gate-opened) that depends on G1’s action.

As W&D have derived, an agent j can plan optimally using a local
belief state, bbbi(t) = 〈φi(t), φmi (1..t−1)〉), and thereby account for
the influence of other agents by modeling a probability distribution
over changes to its nonlocal features: Γ→j = Pr(φnj (1..T )). This
distribution, which refer to as agent j’s incoming influence, in our
example encodes the probability that agent G1 will open the gate
for agent G2 (at each time): Γ→G2 = Pr(g(1..T )). Specifying
Γ→j fully decouples agent j from all other agents, allowing j to
compute and evaluate its local policy without having to consider the
other agents’ policies. Moreover, the optimal joint policy can be
computed by searching a finite space of joint influence points, which
W&D have shown can be significantly smaller than the joint policy
space. In evaluating a given point in the influence space, agent j
should also reason about its outgoing influence Γj→, selecting an
influence-constrained policy π∗|Γj→j that achieves Γj→.

3. THREE ALGORITHMS FOR HANDLING
REWARD UNCERTAINTY

Given a fixed, known model of the agents’ environment, out-
going influence achievement, incoming influence evaluation, and
influence-based planning are all well defined [5]. We now extend
them to dynamic or unknown environments wherein agents may
be uncertain as to which model is the correct model. In particular,
let there be K possible local reward functions {Rki }Kk=1 per agent
(independently distributed). Prior to execution, each agent i has only
a prior distribution over its reward function, but during execution, i’s
observations can inform a posterior distribution over the true reward
function. In the subsections that follow, we introduce and con-
trast three different influence-based planning extensions that afford
different levels of computational efficiency and approximation.

Extended Belief State (EBS).
First, consider that W&D’s approach can be directly applied to a

TD-POMDP wherein each agent’s belief state has been extended to
include a distribution over the true reward function. By branching
for every realizable posterior reward distribution after every action,
the agent can account for the uncertainty precisely as it plans and
evaluates influence points. However, the computation of each such
evaluation will depend heavily on the size of the reward distribution,
over which the extended-belief-state space grows exponentially.

Mean Reward (MR).
A simple approximation to the EBS algorithm is to completely

collapse the uncertainty over each agents’ rewards into a single ex-
pected or mean reward function, i.e., use the reward distribution to in-
duce a mean-reward TD-POMDP where agent i’s local reward func-
tion is R̄i(φi(t), ai(t)) =

∑K
k=1Pr(R

k
i )Rki (φi(t), ai(t)). W&D’s

influence-based planning method then implicitly accounts for re-
ward uncertainty at no additional computational cost. Although
generally an approximation, we have proven that the mean-reward
(MR) algorithm is optimal in special cases where agents cannot gain
information (informing a new posterior distributions) about their

true reward functions as they act and observe.

Influence-Constrained Iterative MR (ICIMR).
Finally, we develop a hybrid approach that builds off of the it-

erative mean-reward algorithm (IMR) for single-agent Bayesian-
MDPs [3]. IMR reapplies the mean-reward technique after each
belief update, because changes to the posterior distribution over re-
ward functions can yield a different mean reward function R̄t+1

i =
ERki∼bbbi(t+1)[R

k
i ], and hence adopting the policy π̃t+1

i optimal with
respect to the updated mean reward may outperform the current
policy π̃ti . Effectively, this involves (perhaps pre-)computation and
adoption of a new policy at each time step.

Our ICIMR algorithm’s novel departure from IMR comes from
our multiagent setting and the role of commitments to influences.
An agent who has already committed to probabilistically influencing
others cannot iteratively shift from policy to policy without taking
its committed outgoing influences into account. A stringent con-
straint that we could place on this agent is that its policy at the
current iteration must from its current state satisfy all its outgoing
commitments. Unfortunately, this is untenable, because stochastic
state transitions could have put the agent into a state from which no
policy can achieve the requisite commitments. Instead, we require
that the agent’s adopted policy must have satisfied its commitments,
in expectation, from its initial state. Formally, agent i should adopt
policy π̃t+1

i = π
∗|bbbi(t+1),Γi→
i that achieves outgoing influences

Γi→ and is consistent with its previous action choices π̃ti(0..t).
With ICIMR, agent i plans and evaluates outgoing influences by

iteratively considering each possible next mean-reward MDP that it
could encounter. This resembles the lookahead performed with the
EBS algorithm, except that whereas EBS considers every possible
action at each successive state, ICIMR only considers the action
dictated by the mean-reward policy in the state (given the posterior
reward distribution). ICIMR branches for transition and reward
uncertainty, but not future action, thereby allowing more efficient
planning. And, although ICIMR is an approximation of EBS, we
have proven that ICIMR yields solutions whose quality is greater
than or equal to those of MR. A preliminary empirical analysis indi-
cates that ICIMR can strike a good compromise between solution
quality and computational overhead, making it a useful technique for
tackling reward uncertainty in an efficient, yet principled, manner.
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1. INTRODUCTION
Many message passing algorithms on graphical models in-

clude maximization operations on sums of local node func-
tion and message values from neighbors. In recent work by
McAuly et al, faster maximization computation was achieved
in a static environment by offline presorting of the values of
local functions. However, this efficiency is only guaranteed in
special cases when constraint nodes receive messages involv-
ing fewer variables than the local function. In this paper, we
generalize the approach to be applicable to more general set-
tings where offline presorting of constraint functions is not
realistic and messages may involve as many variables as the
constraint function. We further improve the approach in two
ways, first by creating different value sets with sum values
from the previous cycle and the changes in message values
from the current cycle, and second by conditionally apply-
ing the technique based on a correlation measure. These new
approaches with no preprocesing step obtain the expected
computational complexity with an exponent of 1.5 of the
possible values per node except the initial cycle which re-
quires 2. We demonstrate the effectiveness of this approach
in a distributed optimization problem involving the coordi-
nation and scheduling of radars.

2. FAST BELIEF PROPAGATION
The Fast Belief Propagation (FBP) [4] scheme was de-

veloped for a (undirected) graphical model, where the max-
imum a posteriori inference is done by finding the values
of variables that maximize the sum of the node and edge
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potentials. In a pairwise graphical model, computing a mes-
sage mA→B between two neighboring cliques A = (i, j) and
B = (i,k) is equivalent in complexity to solving

mA→B(yi) = Ψi(yi) + max
yj

[Ψj(yj)︸ ︷︷ ︸
va

+Φi,j(yi, yj)︸ ︷︷ ︸
vb

], (1)

where Ψi(yi) is the sum of Φ(yi|xi) and any first-order mes-
sages over yi, that is, the sum of the values only related to
yi given the observation xi (similarly for Ψj(yj)).

Let the list of values of va be LA and that of vb be LB .
Assuming the list LB , which is of length N , contains the
values of vb already sorted offline for each value of yi, and
assuming the length of the list of LA is much smaller than
N where sorting of LA is much smaller than O(N), we can
use the FBP technique to find the maximum sum of LA

and LB with expected time complexity O(
√

N) given binary
constraints and order statistics independence of variables.

3. FAST BELIEF PROPAGATION ON GEN-
ERAL GRAPHS

We relax the assumption that the constraint function is
given offline by partially sorting the value list online which
contains constraint function values for every variables’ con-
figuration. Also, the guarantee of FBP on performing in
O(

√
N) is restricted to pairwise factor graphs using two lists

and we maintain the benefit of O(
√

N) on n-ary factors by
introducing the message list that we construct by merging
incoming messages. Additionally we relax the assumption
that there are fewer variables associated with messages than
the number of variables in a constraint function by partially
generating the message list, i.e. the same number of sorted
items in value lists.

G-FBP: Algorithm for applying FBP with partial lists
We have modified the FBP technique, which we call G-FBP,
so that it can be applied to partially sorted lists where the
ranks of some items in unsorted part are not known. Once
the bounding items, which has higher ranks than the item
with maximum value are found, unmatched items are com-
puted directly from constraint function and received mes-
sages. Let the number of sorted items K

√
N with list of

length N ,

Theorem 1. The expected time complexity of O(
√

N) holds

with partial lists when (1 − K√
N

)K
√

N < K√
N

.
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Message-Passing with G-FBP technique
The technique works with any message-passing based opti-
mization algorithm.

1. [Value List Construction] In cycle 1,
1.1 work as in the original message passing algorithm

which computes all possible variable nodes’ value
configuration x and store the values F (x).

1.2 Send messages for all xi of neighbor i.
1.3 For the lists created in step 1.1, select the top

K
√

N values from each list and order the items
and save this as vb(xi).

2. [Message List Construction] Sort the received messages

from each neighbor. Combine the K
√

N items by adding
the sorted messages from the largest items.

3. [Finding Maximum] Find maximum using value list vb

and message list va for all xi for all neighbors i using
G-FBP technique

4. send the messages using the computed maximum value.
5. repeat step 2-4.

4. INDEPENDENCE ASSUMPTION AND COR-
RELATION MEASURE

With two negatively correlated lists, it is likely that the G-
FBP scheme fails to find the maximum item within limited
number of items therefore increasing the time complexity
of the algorithm. The correlation of two lists are domain-
dependent [4] and, from our observations, it also varies for
each constraint function and received messages on each cy-
cle. We extend G-FBP technique to ensure the independence
of two lists.

Correlation Measure
We modify the Spearman’s rank correlation measure [5] to
measure correlation among two partially sorted lists and
conditionally apply G-FBP technique. Let x and y be two
sorted lists where xi and yi are the ranks of the items with
index i. m is the median rank. We use correlation measure:

ρ′ =

∑
i(rxi)(ryi)√∑
i r2

xi

∑
i r2

yi

(2)

where rk =

{
(N−K

√
N)

K
√

N
(ki − mk), if ki in sorted lists

( (K
√

N+1+2K
√

N)
2

− mk), if ki is not found

and mk = K
√

N +1/2, imaginary median, as we consider

the imaginary length of list 2K
√

N .
GSC-FBP: Improving the Rank of Items in the list
We create two lists, sum list Lsum , the value of sum for
variables’ configuration in the previous round, and change
list Lchanges, the difference between previous and current
round messages as the following equation 3 and replace value
list and message list. As the algorithm proceeds, the list
Lchange becomes closer to the uniform distribution which
makes it independent of Lsum. Let rm→n be the message
from function node m to variable node n.

rm→n(xn)
= maxxm\n(Σn′∈N(m)\n( qn′→m(xn′ )︸ ︷︷ ︸

data dependent

+ fm(xm)︸ ︷︷ ︸
data independent

))

= maxxm\n(Σn′∈N(m)\n(q′
n′→m(xn′ ) − qn′→m(xn′ )

︸ ︷︷ ︸
changes

+ fprevioussum
m (xm) + qn′→m(xn′︸ ︷︷ ︸

sum

)))

(3)
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Figure 1: (a) Computation Time Ratio against Max-

Sum. (d) The Probability of Failing to Find the Maxi-

mum Item in Sorted Parts. With: G-FBP using correla-

tion. Without: G-FBP not using correlation.

Round 4 5 6 7

G-FBP 0.0793 0.2612 0.2607 0.3543
GSC-FBP 0.0500 0.0450 0.0730 0.0208

Table 1: Relative position of Bounding Items

5. EXPERIMENTS
We compared the performance with the Max-Sum approx-

imate distributed constraint algorithm [1] on the domain
of real-time adaptive NetRad system [3]. See [2], for more
details on the formulation of the distributed constraint op-
timization problem for this problem. We use an abstract
simulator that involved 48 radars with a scenario of 96 phe-
nomena with random locations, size, and type(density 2 con-
straint graphs).
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ABSTRACT
As agents’ technology becomes increasing more prevalent, coordi-
nation in mixed agent-human environments becomes a key issue.
Agent-human coordination is becoming even more important in
real life situations, where uncertainty and incomplete information
exists and communication is costly. While abundant research has
focused on aspects of computerized teamwork, little attention has
been given to the issues raised in teams that consist of both comput-
erized agents and people. In this paper we focus on teamwork be-
tween an agent and a human counterpart and present a novel agent
designed to interact proficiently with people. In extensive simula-
tions we matched our agent with people and compared it with an-
other state-of-the-art agent. Our results demonstrate the significant
improvement in coordination when our agent is involved.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence

General Terms
Experimentation

Keywords
human-robot/agent interaction, POMDPS, uncertainty, teamwork

1. INTRODUCTION
More and more agents are deployed in mixed agent-human en-

vironments and are expected to interact efficiently with people.
Such settings may include uncertainty and incomplete information.
Communication, which can be costly, might be available for the
parties to assist in obtaining more information in order to build a
good model of the world. Efficient coordination in teams between
agents and people is the key component for turning their interac-
tion into a successful one. The importance of coordination between
∗This research is based upon work supported in part by the U.S.
Army Research Lab and Research Office grant number W911NF-
08-1-0144, ARO grants W911NF-09-1-0206 and W911-NF-11-1-
0344 and by ERC grant #267523.
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agents and people only increases in real life situations, in which un-
certainty and incomplete information exist.

Teamwork has been the focus of abundant research in the multi-
agent community. However, while research has focused on de-
cision theoretic framework, communication strategies and multi-
agent policies (e.g., [2]), only some focus has been on the issues
raised when people are involved as part of the team [3]. Our work
focuses on efficient coordination between agents and people with
communication costs and uncertainty. We model the problem using
DEC-POMDPs (Decentralized Partially Observable Markov Deci-
sion Process) [1]. The problem involves a team having a joint re-
ward (goals), while each team member has only partial observa-
tions of the state of the world. Thus, even if information exists, it
only provides partial support as to the state of the world, making it
difficult to construct a reliable view of the world without coordinat-
ing with other teammates. To validate the efficacy of our agent, we
chose the Colorado/Wyoming domain, which was first introduced
by Roth et al. [2] and offered as a benchmark for evaluation of
communication heuristics in multi-agent POMDPs.

While there are studies that focus on DEC-POMDPs, most of
them pursue the theoretical aspects of the multi-agents aspect, and
do not deal with the fact that people can be part of the team [2].
Zuckerman et al. [4] improved coordination with humans using fo-
cal points. We, however, focus on the problem of improving coor-
dination between an agent and people by means of shared observa-
tions. The addition of communication only increases the challenge,
making the adaptation of their model far from straightforward. Our
novelty also lies in introducing an agent capable of successfully
interacting with a human counterpart in such settings. The agent
is adaptable to the environment and people’s behavior, and is able
to sophisticatedly decide which information to communicate to the
other team member based on the communication cost and the pos-
sible effects of this information on its counterpart’s behavior.

2. COORDINATION WITH COMMUNICA-
TION COSTS IN DEC-POMDPS

A DEC-POMDP [1] model separates the resolution of the prob-
lem into time steps in which the agents choose actions simultane-
ously. These actions can have deterministic or non-deterministic
effects on the state. Following these actions, each team member re-
ceives an additional observation of the world state. The state transi-
tion and the joint reward function are dependent on the joint actions
of all agents.
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We focus on POMDPs in which the team consists of two agents
and the team members are able to communicate with each other
(e.g., [2]). As communication is costly we limit the communica-
tion messages to include only self observations. This can also be
supported in real settings where limitations occur to prevent lengthy
communications that can breach the integrity of the team members
(e.g., surrendering their locations). By sharing their observations,
the team members can avoid uncoordinated actions caused by con-
tradictory private knowledge, allowing them to build a coherent and
a concise view of the world states faster.

A naïve approach for team communication is sharing all infor-
mation among themselves. Once all the information is shared, find-
ing the optimal joint action becomes a simple POMDP problem that
each team member can solve in parallel. Then, each member can
perform the action assigned to it in the joint action plan, described
by the POMDP policy, for their joint belief. However this solu-
tion is only optimal if two assumptions hold. First, that there is no
cost associated with communication. Second, that all team mem-
bers consider the same joint actions to be optimal (by using the
same POMDP policy). As this is hardly the case in real settings,
existing agents might fail when matched with people. Our agent’s
design takes these considerations into account to achieve proficient
interaction with people.

3. AGENT DESIGN
When coordinating with someone else, it is hard to predict with

full certainty what the other team member (especially if it is a hu-
man partner) will do. The task is even harder if the agent inter-
acts with someone only once and not repeatedly. Thus, an efficient
agent working with people needs, amongst other things, to approx-
imate what percentage of the population will perform each action
based on the existing partial observations. Our agent interacts with
the same counterpart only once and thus its design tries to tackle the
challenge by generating a good model of the population based on
445 people who played the game. Our agent uses a neural network
which outputs the probabilities of the other team member taking an
action based on features that encod the agent beliefs, past actions
and communication- and position-related information. We coin our
agent TMDC (standing for team modeling with decentralized com-
munication).

4. DESIGNING THE AGENT’S STRATEGY
The general design of the agent’s strategy consists of building a

POMDP using the prediction of the human behavior described be-
forehand. This is done as when interacting with people we cannot
ensure mutual predictability. Thus, TMDC uses its model, and not
the shared belief, to predict what will be its counterpart’s behav-
ior. In addition, TMDC chooses its action based on all its knowl-
edge (which also includes private knowledge), and only communi-
cates in order to influence the actions of the other teammate. Given
all previously shared observations, the agent evaluates an action
by considering all possible results, calculating immediate rewards
and using offline estimation of future rewards. This evaluation is
then used by a hill climbing heuristic that finds which observations
(taken from the set of all observations, including shared observa-
tions) can maximize the score of the team and hence should be
shared. We continue to describe the agent’s strategy in detail.

5. EXPERIMENTS
The experiments were conducted on the Colorado/Wyoming do-

main and were conducted using the Amazon Mechanical Turk ser-
vice (AMT). This framework allows publishing of tasks designated

for people all around the world. We prohibited multiple participa-
tion by the same people. The players were provided with a manual
of the game before their participation. Although the manual is very
detailed, we took great care not to give strategic advice. We then
required that each worker pass a short multiple choice test to ver-
ify that they read the manual and understood the game. The player
received a bonus based on the score of the team, if it was positive.
We ensured that the costs and penalties of the game would have a
meaningful effect on the player even if the team did not gain the
reward for a successful signal.

We matched 64 people with our TMDC agent, with a state-of-
the-art agent PDCS [2] and with 64 other people (PDCS was de-
signed to coordinate well with multi-agent teams). The results
demonstrate that our agent significantly outperforms the PDCS agent
(p < 0.001) when matched with people (52.84 as compared to
17.5). Interesting also that the human-human team achieved a score
of only 27.18. While this score generated no significance difference
compared to the PDCS results, the TMDC-human teams achieved
significantly higher scores (p < 0.003) than the human-human
teams.

6. CONCLUSIONS
Settings in which hybrid teams of people and automated agents

need to achieve a common goal are becoming more common in
today’s reality. Communication in such situations is a key issue for
coordinating actions. As communications is costly and sometimes
even limited (e.g., due to security issues or range limitations) it
becomes of great essence to devise an efficient strategy to utilize
communication. This paper presented a novel agent design that can
proficiently coordinate with people under uncertainty while taking
into account the cost of communication.

Our agent was specifically designed taking into account the fact
that it interacts with people and was also evaluated with people. Ex-
periments with more than 300 people demonstrated how it outper-
forms the state-of-the-art agent. One of the main factors accounting
for the success of our agent is the understanding that it requires a
good model of the counterpart to generate an efficient strategy.

This paper is only part of a new and exciting journey. Future
work warrants careful investigation on improving the prediction
model of people’s behavior. In addition we will investigate set-
tings in which even more limited information is available to the
team members. In such situations the challenge is on the under-
standing of the abstract model that is available and how to utilize
communication’s strategies for efficient coordination that will al-
low increasing the accuracy of the model.
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ABSTRACT
This paper studies the design of online exchange systems
that are operated based on the exchange of tokens, a simple
internal currency which provides indirect reciprocity among
agents for cooperation. The emphasis is on how the protocol
designer should choose a protocol - a supply of tokens and
suggested strategies - to maximize service provision, tak-
ing into account that impatient agents will comply with the
protocol if and only if it is in their interests to do so. The
protocol is designed in such a way that it is robust to (small)
errors in the designer’s knowledge of the system parameters.
We prove that robust protocols have a simple pure thresh-
old structure and there is a unique optimal supply of tokens
that balances the token distribution in the population and
achieves the optimal efficiency. In the meanwhile, we also
emphasize that choosing the wrong token supply can result
in an enormous efficiency loss.1

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—intelligent agents, multiagent system, cooperation

General Terms
Design, Economics, Theory

Keywords
Game theory, Agent cooperation, Formal model

1. INTRODUCTION
Content, knowledge and resource sharing services are cur-

rently proliferating in many online systems, e.g. BitTorrent,
Yahoo Answers and crowdsourcing markets such as Amazon
Mechanical Turk. The expansion of such sharing and ex-
change services will depend on their participating members
(herein referred to as agents) to contribute and share re-
sources with each other. However, these systems are vulner-
able to “free-riding” problems since the participating agents

1Full version of this paper can be found online at
http://www.ee.ucla.edu/∼jiexu/documents/aamas12 long.pdf
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are self-interested. To compel the self-interested agents to
cooperate, incentive schemes can be designed which rely on
the information that individual agents have. Such incentives
schemes can be classified into two categories: personal re-
ciprocation (direct reciprocation) [1] and social reciprocation
(indirect reciprocation)[4]. Reputation is often used as a way
to achieve cooperation among self-interested users but has
limitations in fully anonymous and decentralized systems.
Moreover, they are also vulnerable to collusion attacks.

In this paper, we design a new framework for providing
incentives in social communities, using tokens. Agents ex-
change tokens for services: the client who receives service
from a server pays for that service with a token which the
server will later use to obtain service when it becomes a
client. Here we ask what the designer can achieve by impos-
ing a system that relies solely on the exchange of intrinsically
worthless tokens or fiat money. Our emphasis is on the de-
sign of such a system; in particular, how the designer should
choose a protocol - a supply of tokens and suggested strate-
gies - to maximize the system efficiency. Because it seems
impossible for the designer to have exact knowledge of the
system parameters, we insist that the chosen protocol must
be consistent with (small) perturbations in these parameter-
s. Thus, the chosen protocol must induce a robust equilibri-
um. Among all such choices/recommendations, the designer
should select one that maximizes the social welfare/system
efficiency - or at least approaches this maximum. We char-
acterize the robust equilibria (in terms of the system param-
eters), show that they have a particularly simple form, and
determine the achievable system efficiency. When agents are
patient, it is possible to design robust equilibria to nearly
optimal efficiency; however, the correct design is important:
the “wrong” design do not achieve nearly the optimum, even
when agents are arbitrarily patient.

This work connects to a number of literatures. The most
related ones include macro-economic literature on money
as a medium of exchange [3][6] and computer science and
engineering literature on token-like system design [2][5].

2. PROBLEM FORMULATION
We consider a continuum (mass 1) of agents each possess a

unique resource that can be duplicated and provided to oth-
ers. The benefit of receiving this resource is b and the cost
of producing it is c; we assume b > c > 0. Agents discount
future benefits/costs at the constant rate β ∈ (0, 1). Agents
are risk neutral so seek to maximize the discounted present
value of a stream of benefits and costs. Time is discrete. In
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each time period, a fraction ρ ≤ 1/2 of the population is
randomly chosen to be a client and matched with randomly
chosen server; the fraction 1 − 2ρ is unmatched. When a
client and a server are matched, the client chooses whether
or not to request service, the server chooses whether or not
provide service if requested. The parameters b, c, β, ρ com-
pletely describe the environment. Write the benefit/cost ra-
tio r = b/c. Each agent can hold an arbitrary non-negative
finite number of tokens, but cannot hold a negative number
of tokens and cannot borrow. The protocol designer creates
incentives for the agents to provide or share resources by
providing a supply of tokens and recommending strategies
for agents when they are clients and servers. The recom-
mended strategy is a pair (σ, τ) : N+ → (0, 1) ; τ is the
client strategy and σ is the server strategy. For each token
holding k, σ(k) is the recommended probability to provide
service when the agent becomes a server; τ(k) is the rec-
ommended probability to request service when it is a client.
In other words, the protocol designer recommends a mixed
strategy for the agents.

The system designer chooses a protocol Π = (α, σ, τ)
where α is the supply of tokens (average number of tokens
per capita). Define the system efficiency as the probability
that the service provision is successfully carried out when
two agents are paired given the system parameters b, c, β.
Write µ the fraction of agents who do not request service
when they are clients and ν the fraction of agents who do
not provide service when they are servers. by the Law of
Large Numbers, the efficiency is computed in the straightfor-
ward manner,Eff (Π|b, c, β) = (1− µ) (1− ν). Taking into
account that impatient agents will comply with the protocol
if and only if it is in their interests to do so, the protocol
need be an equilibrium given the system parameters. Write
Φ(Π) the set of {(β, γ)} for which Π is an equilibrium. The
design problem are thus to choose the protocol

Π = arg max
Π:(β,r)∈Φ(Π)

Eff (Π|β, r)

3. MAIN RESULTS

3.1 Structural Property
The knowledge of the protocol designer of the system pa-

rameters (b, c, β) may not be accurate. Hence, the strategy
must be robust to the small perturbations in the parameters.

Theorem 1. If Π = (α, σ) is a robust equilibrium then σ
is a pure threshold strategy.

Existence of equilibrium is not trivial. It is not obvious
that there will be any discount factor β that makes agents
be willing to use a certain threshold. The following theorem
claims that such β can always be found.

Theorem 2. For each pure threshold strategy protocol Π =
(α, σK) and benefit/cost ratio r > 1, the set β : ΠK ∈
EQ(r, β) is a non-degenerate interval [βL, βH ].

3.2 Optimal Token Supply
In general it seems hard to determine the efficiency of

a given protocol or to compare the efficiency of different
protocols. However, for a given threshold strategy, we can
find the most efficient protocol and compute its efficiency.
Write ΠK = (K/2, σK).

Theorem 3. For a given threshold strategy σK , ΠK is
the most efficient protocol; i.e., Eff(α, σK) ≤ Eff(ΠK) for
every per capita supply of tokens α. Moreover,

Eff (ΠK) = 1− 1

(K + 1)2

Theorem 3 identifies a sense in which there is an optimal
quantity of tokens. This optimal token supply balances the
token distribution in the population in the sense that there
are not too many agents who do not serve or too many
agent who cannot request service. However, these most ef-
ficient protocols (for a given threshold) need not be equi-
librium protocols; i.e. such combinations of token supply
and threshold need not be feasible for all system parameter-
s. For example, given the benefit/cost ratio r, it does not
exclude the possibility that for some discount factor β, we
cannot find any threshold protocol with the corresponding
optimal token supply that is an equilibrium. However, we
disclaim this conjecture by showing that the sustainable dis-
count factor intervals overlap between consecutive threshold
protocols with optimal token supply. Based on this overlap
property, the following theorem describes the equilibrium
threshold in the limiting case.

Theorem 4. For each fixed benefit-cost ratio r > 1

lim
β→1

inf {K : (β, r) ∈ Φ (ΠK)} =∞

Characterizing the equilibrium threshold is important be-
cause only with the correct knowledge of sustainable thresh-
olds can the protocol designer choose the right token sup-
ply. Otherwise, there may be an enormous efficiency loss.
We provide an bound to make the point that choosing the
wrong protocol can result in strict efficiency loss.

Theorem 5. For each α ∈ (0,∞) and each threshold K

Eff (α, σK) ≤ 1− 1

2 dαe+ 1

(independently of the parameters of the population)
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ABSTRACT
The max-sum loopy belief propagation (LBP) algorithm was
shown in [4] to produce strong results in a simple decen-
tralised supply chain formation (SCF) scenario where goods
are traded in single units. In this paper, we demonstrate the
performance of LBP in a multi-unit SCF scenario with ad-
ditional constraints. We also provide experimental analysis
of LBP’s performance in dynamic scenarios where the prop-
erties and composition of participants are altered while the
algorithm is running. Our results suggest that LBP contin-
ues to produce strong solutions in multi-unit scenarios, and
that performance remains solid in a dynamic setting.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Economics, Algorithms, Experimentation

Keywords
Supply Chain Formation, Loopy Belief Propagation

1. INTRODUCTION
Computational approaches to SCF model potential supply
chain participants as individual computational agents which
express their capabilities and costs through a mechanism
which determines the subset of agents capable of forming
the most efficient supply chain. Although centralised SCF
techniques [1] have allowed for multi-unit exchanges for some
time, the existing state of the art in decentralised [4, 3] SCF
only model simple scenarios where goods are exchanged in
single units. Additionally, [4] does not model the effect of
changes to the properties or composition of participants once
the process has begun. In this paper, we propose a frame-
work for the representation of multi-unit supply chains and
extend the LBP-based technique for decentralised SCF pre-
sented in [4] to the multi-unit case. We also present a set of
experiments analysing the performance of LBP in a dynamic
environment, where changes to the properties and compo-
sition of participants occur while the algorithm is running.

Appears in: Proceedings of the 11th International Con-
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Our results demonstrate that LBP is capable of producing
efficient allocations over a range of network topologies in
both static and dynamic environments.

2. MODEL
The use of task dependency networks (TDNs) for the rep-
resentation of supply chains was originally proposed in [3].
For the first time, we extend this TDN representation to the
multi-unit case by modelling input to output good ratios,
production capacities and consumer desired good quanti-
ties. An example of the extended representation is shown in
Figure 1. Values below producers and consumers represent
reserve prices and production capacities, and consumption
values and desired consumable good quantities. Edges from
goods to producers are labelled with the producer’s input to
output ratio for that good. A producer with a single input
and an input ratio of 2 for that good requires two units of
that good in order to produce one unit of its output.

Figure 1: The Simple supply chain TDN from [3] extended to
the multi-unit case. Producers (P[x]) and a consumer (C1)
are represented by rectangles, while goods are represented
by circles. Edges indicate potential flows of goods.

Producers and Consumers At initialisation, each pro-
ducer is assigned a production capacity which specifies the
maximum number of units each producer is able to produce
of its output good, and an input to output ratio for each of
their inputs. In order to produce one unit of their output
good, producers are required to acquire a number of units
of each of their input goods equal to their ratio for that
good. A producer cannot produce its output good unless it
acquires the necessary quantities of all of its input goods.
Producers attach a reserve price Rp to their output good,
which is linear with the number of units of its output good
that it produces. Consumers seek to acquire a number of
units of their consumable good no greater than their desired
consumable good quantity. In each network, each consumer
is assigned a static consumption value Vc representing the
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valuation the consumer holds for obtaining a single unit of
its consumable good. The total value a consumer receives is
linear with the number of goods it obtains.

3. APPLYING THE MAX-SUM ALGORITHM
The max-sum algorithm is a variant of loopy belief propa-
gation (LBP), a decentralised and distributed approximate
inference scheme involving applying Pearl’s belief propaga-
tion algorithm [2] to graphs containing cycles. It uses iter-
ative stages of message passing as a means for estimating
the maximum a posteriori assignment; in our case, this cor-
responds to the network-wide state configuration that max-
imises Eq. 3. Each state encodes a combination of purchases
and sales which may be made by an agent. States are associ-
ated with costs - the unary cost, representing the cost to the
allocation of the agent being in that state, and the pairwise
cost, which encodes the compatibility of two states of neigh-
bouring agents. At each iteration of the algorithm, every
node in the graph sends a message to each of its neighbours,
representing the sender’s beliefs about the potential cost to
the total efficiency of the network of each of the recipient’s
states. This is calculated using Eq. 1, where xv is a state of
recipient j, beli(xu) is sender i’s belief in its own state xu,
mj→i(xu) is the message passed from j to i in the previous
step about i’s state xu, and gij(xu, xv) is the pairwise cost
of states xu and xv. Once values have been calculated for
all of j’s states, i passes the message to j.

mi→j(xv) = minxu

(
beli(xu)−mj→i(xu)+gij(xu, xv)

)
(1)

Once all nodes have sent a message to each of their neigh-
bours, nodes then update their beliefs about their own states
based upon the content of the messages they received using
Eq. 2, where fi(xu) is the unary cost of i’s state xu, and
mj→i(xu) are the messages received from i’s set of neigh-
bours Nu about state xu in the previous step. The pro-
cess of message passing and belief update continues until
the beliefs of each node stabilise. For more information on
applying LBP to SCF, we refer the reader to [4].

beli(xu) = fi(xu) +
∑

j∈Nu

mj→i(xu) (2)

Allocation Before allocation is performed, each agent de-
termines their final state - the state, when beliefs stabilise,
which the agent believes holds the lowest cost. Once the
final states of each of the agents have been determined, we
classify producers which successfully sell their output good
and consumers which acquire their consumable good as ac-
tive. We calculate allocation values using Eq. 3, where C
is the set of active consumers C, Ac is the number of goods
acquired by consumer c, P is the set of active producers and
Mp is the number of goods manufactured by producer p.

V al =
∑

c∈C

VcAc −
∑

p∈P

RpMp (3)

4. RESULTS
We perform two sets of experiments, examining the perfor-
mance of LBP in both static and dynamic environments. In
the static environment, we compare LBP with a multi-unit
implementation of the SAMP-SB auction protocol from [3],
extended by using multiple copies of each agent to represent
capacities and desired good quantities. This representation
does not allow for the use of input to output good ratios, so

for fair comparison we also test LBP with all ratios set to
1, referred to as ratioless LBP. We test each technique over
100 runs on each of the networks from [3]. We vary input
ratios (drawn from [1 . . . 2]), consumer desired goods (from
[2 . . . 3]), reserve prices (from U(0, 1)), and production ca-
pacities ([4 . . . 5]) between each run, discarding runs in which
the optimal allocation value, determined using mixed integer
programming, is non-positive. Consumption values are fixed
at the per-network values given in [3] over every run. In the
dynamic environment, at a number (drawn from [6 . . . 10]) of
randomly chosen steps during each run we randomly change
one of the aforementioned properties of a single agent, in-
troduce a new producer or consumer, or remove a producer.
We present our results in terms of average efficiency, cal-
culated by dividing the total allocation values produced by
each method over 100 runs on each network by the maximum
available value over the same 100 runs.

Table 1: Average efficiency in each network produced by
LBP and the SAMP-SB auction protocol from [3] on the
networks from [3]. A result of 1.000 equates to the capture
of 100% of available efficiency.

Static Static Dynamic Static
LBP LBP LBP SAMP-SB

Network ratioless with ratios with ratios ratioless
Simple 1.000 1.000 0.911 0.999

Unbalanced 0.962 0.872 0.713 0.964
Two-Cons 0.986 0.983 0.801 0.963

Bigger 0.969 0.813 0.520 0.995
Many-Cons 1.000 1.000 0.989 0.425
Greedy-Bad 0.91 0.839 0.793 0.666

Table 1 shows the average efficiency produced by each method.
We see that both static LBP-based methods are able to
match or outperform SAMP-SB on the majority of networks.
As expected, LBP finds the optimal allocation 100% of the
time in static scenarios on acyclic networks, while still being
able to produce highly efficient allocations on more loopy
networks. We also see that LBP tended to perform better
when input to output good ratios are not present; this is to
be expected since the presence of ratios serves to constrain
the number of solutions available. In the dynamic setting,
we see that for most networks, average efficiency is roughly
comparable to the results produced in a static environment.
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ABSTRACT

An important task in multiagent resource allocation, which pro-

vides mechanisms to allocate bundles of (indivisible and nonshare-

able) resources to agents, is to maximize social welfare. We study

the computational complexity of exact social welfare optimization

by the Nash product, which can be seen as a sensible compromise

between the well-known notions of utilitarian and egalitarian so-

cial welfare. When utilitiy functions are represented in the bundle

or the k-additive form, for k ≥ 3, we prove that the corresponding

computational problems are DP-complete (where DP denotes the

second level of the boolean hierarchy over NP), thus confirming

two conjectures raised by Roos and Rothe [10]. We also study the

approximability of social welfare optimization problems.

Categories and Subject Descriptors

F.2 [Theory of Computation]: Analysis of Algorithms and Prob-

lem Complexity; I.2.11 [Artificial Intelligence]: Distributed Arti-

ficial Intelligence—Multiagent Systems; J.4 [Computer Applica-

tions]: Social and Behavioral Sciences—Economics

General Terms

Economics, Theory

Keywords

Multiagent resource allocation, social welfare optimization, com-

putational complexity, auction and mechanism design

1. INTRODUCTION
In multiagent resource allocation (see, e.g., the survey by Cheva-

leyre et al. [2]) agents have preferences over bundles of resources.

We consider preference representation by utility functions and as-

sume that resources are indivisible and nonshareable. Taking the

preferences of agents into account, the task is to allocate bundles of

resources to agents. By aggregating the agents’ utilities we arrive

at the notion of social welfare with which we can assess the quality

of allocations from the viewpoint of a global system designer.

One approach is the prominent utilitarian social welfare, which

is the sum of the agents’ utilities and which measures the average

benefit every agent achieves. Utilitarian social welfare, however,

lacks “fairness” because the utilities that agents realize in a given
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allocation can differ greatly. Interpreting the utilities as bids or

valuations in a combinatorial auction, utilitarian social welfare cor-

responds to an auctioneer’s revenue.

Egalitarian social welfare, in contrast, looks at the agent that is

worst off and seeks to improves this agent’s utility. While this con-

cept provides some measure of fairness when the minimum needs

of all agents are to be satisfied, it does have some disadvantages; for

example, it is not strictly monotonic: Raising the utility of an agent

who is not worst off does not increase egalitarian social welfare.

The Nash product, the product of the agents’ utilities, can be

seen as a compromise between these two approaches. On the one

hand, it has the monotonicity property of utilitarian social welfare

because an increase in any agent’s utility leads to an increase of

the Nash product (provided all agents have positive utility). On the

other hand, the Nash product increases as well when reducing in-

equitableness among agents by redistributing utilities, thereby pro-

viding a measure of fairness. Looking at the ordering that is in-

duced by the allocations, the social welfare ordering, Moulin [5]

presents further beneficial properties of the Nash product. For ex-

ample, the Nash product is uniquely characterized by independence

of individual scale of utilities, i.e., even if different “currencies” are

used to measure the agents’ utilities, the social welfare ordering re-

mains unaffected.

Having a measure for the quality of allocations, it is a natural

task to optimize social welfare, and to ask for the computational

complexity of this task.

2. PRELIMINARIES

Multiagent Resource Allocation

Let A = {a1, . . . ,an} be the set of agents, R = {r1, . . . ,rm} the set

of resources (which each are assumed to be indivisible and non-

shareable), and letU = {u1, . . . ,un} be the set of the agents’ utility

functions. The mapping ui : 2
R → F is agent ai’s utility function,

where 2R denotes the power set of R and F is a numerical set (such

as the set N of nonnegative integers, the set Q of rational num-

bers, and the set Q+ of nonnegative rational numbers). Such a

triple (A,R,U) is called a multiagent resource allocation setting (a

MARA setting, for short). An allocation for a given MARA set-

ting (A,R,U) is a mapping X : A → 2R with
⋃
ai∈AX(ai) = R and

X(ai) ∩X(a j) = /0 for any two distinct agents ai and a j . The set

of all allocations for a MARA setting (A,R,U) is denoted by ΠA,R

and has cardinality nm. We use the shorthand ui(X) to denote the

utility ui(X(ai)) agent ai can realize in allocation X . We consider

the following representation forms for utility functions:

1. The bundle form: A utility function u is represented by a list

of pairs (R′,u(R′)) for any bundle R′ ⊆ R, where pairs with

u(R′) = 0 are dropped.
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2. The k-additive form (Chevaleyre et al. [3] and Conitzer et

al. [4]), for some fixed positive integer k: A utility function

u : 2R → F is in k-additive form if there are coefficients αT ∈
F for each bundle T ⊆ R with ‖T‖ ≤ k such that for any

bundle R′ ⊆ R the following holds:

u(R′) = ∑
T⊆R′,‖T‖≤k

αT

DEFINITION 1. For a MARA setting (A,R,U) and an alloca-

tion X ∈ ΠA,R, define

1. the egalitarian social welfare of X as swe(X) = min
ai∈A

{ui(X)};

2. the Nash product of X as swN(X) = ∏
ai∈A

ui(X).

3. As an additional notation, for S ∈ {e,N}, denote the max-

imum egalitarian/Nash product social welfare of a MARA

settingM = (A,R,U) (or of a problem instance that contains

a MARA setting M) by

maxS(M) = max{swS(X) |X ∈ ΠA,R}.

For F ∈ {N,Q+,Q} and form∈ {bundle,k-additive}, define:

F-NASH PRODUCT SOCIAL WELFARE OPTIMIZATIONform

Given: AMARA settingM = (A,R,U), where form indicates
how every ui : 2

R → F in U is represented, and t ∈ F.
Question: Is there an allocation X ∈ ΠA,R such that swN(X) ≥ t?

which we abbreviate by F-NPSWOform. The exact version of

this problem is denoted by F-EXACT NASH PRODUCT SOCIAL

WELFARE OPTIMIZATIONform (or F-XNPSWOform, for short)

and asks, given a MARA setting M = (A,R,U) and t ∈ F, whether
maxN(M) = t. The corresponding problems for utilitarian and egal-

itarian social welfare can be defined analogously and have been

studied, e.g., by Chevaleyre et al. [2] and Roos and Rothe [10].

As the goal is to find a feasible allocation that maximizes social

welfare, we also consider the corresponding maximization prob-

lems.

F-MAXIMUM EGALITARIAN SOCIAL WELFAREform

Input: AMARA settingM = (A,R,U), where form indicates
how every ui : 2

R → F in U is represented.

Output: maxe(M).

As a shorthand, write F-MAX-ESWform. Based on swN , de-

fine F-MAXIMUM NASH PRODUCT SOCIAL WELFAREform (or F-
MAX-NPSWform) accordingly.

Complexity Theory and Theory of Approximation

We assume that the reader is familiar with the basic notions of com-

putational complexity theory (see, e.g., the textbooks by Papadimi-

triou [8] and Rothe [11]).

Papadimitriou and Yannakakis [9] introduced the complexity class

DP= {L1−L2 |L1,L2 ∈NP}, which contains the differences of any
two NP-problems.

DEFINITION 2. Anα-approximation algorithm for an optimiza-

tion problem is a polynomial-time algorithm that for all instances

of the problem produces a solution whose value is within a factor

of α of the value of an optimal solution.

DEFINITION 3. A maximization problem Π has a polynomial-

time approximation scheme (PTAS) if for every ε , 0 < ε < 1, there

exists an ε-approximation algorithm for Π.

3. RESULTS
We use a sufficient condition for DP-hardness by Chang and

Kadin [1] to obtain the following complexity results:

THEOREM 4. Q+-XNPSWObundle is DP-complete.

THEOREM 5. For each k ≥ 3, Q+-XNPSWOk-additive isDP-

complete.

Turning to approximability, we note that a reduction mentioned

in [10] and attributed to a reviewer of that paper provides these

kinds of inapproximability results.

PROPOSITION 6. The problems Q-MAX-ESWbundle and Q-

MAX-NPSWbundle cannot be approximated within any factor in

polynomial time, unless P = NP. This result holds even when the

utilities are restricted to the domain {0,1}.
THEOREM 7. Q+-MAX-NPSW1-additive can be solved exactly

in polynomial time when the number of agents and resources are

the same and the empty bundle has always utility zero.

THEOREM 8. There is a PTAS for Q+-MAX-NPSW1-additive
when restricted to only two agents having the same utility function

u with u( /0) = 0.

More details can be found in [6, 7].

4. ACKNOWLEDGMENTS
This work was supported in part by DFG grant RO-1202/14-1, a

DAAD grant for a PPP project in the PROCOPE programme, and

a fellowship from the Vietnamese government. We gratefully ac-

knowledge interesting discussions with Ulle Endriss, and we thank

the anonymous reviewers for their helpful comments.

5. REFERENCES
[1] R. Chang and J. Kadin. On computing boolean connectives of

characteristic functions. Theory of Computing Systems,
28(3):173–198, 1995.

[2] Y. Chevaleyre, P. Dunne, U. Endriss, J. Lang, M. Lemaître,
N. Maudet, J. Padget, S. Phelps, J. Rodríguez-Aguilar, and P. Sousa.
Issues in multiagent resource allocation. Informatica, 30:3–31, 2006.

[3] Y. Chevaleyre, U. Endriss, S. Estivie, and N. Maudet. Multiagent
resource allocation in k-additive domains: Preference representation
and complexity. Annals of Operations Research, 163:49–62, 2008.

[4] V. Conitzer, T. Sandholm, and P. Santi. Combinatorial auctions with
k-wise dependent valuations. In Proceedings of the 20th National

Conference on Artificial Intelligence, pages 248–254. AAAI Press,
2005.

[5] H. Moulin. Fair Division and Collective Welfare. MIT Press, 2004.

[6] N. Nguyen, M. Roos, and J. Rothe. Exact optimization of social
welfare by the Nash product is DP-complete. In Website Proceedings

of the 12th International Symposium on Artificial Intelligence and

Mathematics, Jan. 2012.

[7] T. Nguyen, M. Roos, and J. Rothe. A survey of approximability and
inapproximability results for social welfare optimization in
multiagent resource allocation. InWebsite Proceedings of the Special
Session on Computational Social Choice at the 12th International

Symposium on Artificial Intelligence and Mathematics, Jan. 2012.

[8] C. Papadimitriou. Computational Complexity. Addison-Wesley,
second edition, 1995.

[9] C. Papadimitriou and M. Yannakakis. The complexity of facets (and
some facets of complexity). Journal of Computer and System

Sciences, 28(2):244–259, 1984.

[10] M. Roos and J. Rothe. Complexity of social welfare optimization in
multiagent resource allocation. In Proceedings of the 9th
International Joint Conference on Autonomous Agents and

Multiagent Systems, pages 641–648. IFAAMAS, May 2010.

[11] J. Rothe. Complexity Theory and Cryptology. An Introduction to

Cryptocomplexity. EATCS Texts in Theoretical Computer Science.
Springer-Verlag, 2005.

1288



When speed matters in learning against adversarial
opponents

(Extended Abstract)

Mohamed Elidrisi
Dept. of Computer Science and Engineering

University of Minnesota
Minneapolis, MN 55455
elidrisi@cs.umn.edu

Maria Gini
Dept. of Computer Science and Engineering

University of Minnesota
Minneapolis, MN 55455
gini@cs.umn.edu

ABSTRACT
We propose a novel algorithm that is able to learn and adapt
to an opponent even within a limited number of interactions
and against a rapidly adapting opponent. The context we
use is two player normal form games. We compare the per-
formance of an agent using our algorithm against agents
using existing multiagent learning algorithms.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents

General Terms
Algorithms, Economics, Experimentation

Keywords
Multiagent Learning, Game Theory, Adaptive Learning

1. INTRODUCTION
A challenging issue in the design of intelligent agents is

how to endow them with the ability to interact with other in-
telligent agents. Multiagent learning is primarily concerned
with the problem of learning and acting in the presence of
opponents. Multiagent learning has received considerable
attention in the past decade from the research community,
which has produced a wide range of learning agents and a
set of criteria for developing them. Within the AI commu-
nity, the problem has been addressed in multiple ways, either
by adapting single agent reinforcement learning algorithms
for multiagent settings [3], or combining policy search with
knowledge of the adversarial nature of the opponent [1], or
from a game theoretic perspective [4].

One of the major constraint typically assumed is that the
opponent is either stationary or will converge to a stationary
policy [1]. The stationarity assumption has been relaxed to
some degree (e.g. [4]), but there are still critical assumptions
that limit the use of learning agents in real world domains.
We investigate two of those. The first relates to the need for
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extremely long sequences of interactions between the agents,
often in the order of hundreds of thousand, before the agent
learns a policy to use against the opponent. The second
relates to the fact that abrupt changes in the opponent’s
play often require to restart the learning process.

2. A NEW ALGORITHM: FAL
We propose a novel algorithm, Fast Adaptive Learner (FAL),

to learn a strategy to use when playing a sequence of games
against an opponent. A strategy in a repeated game is a
mapping from the history of actions to a probability distri-
bution over the actions. The key feature of our algorithm
is the ability to learn in a limited number of interactions
and to detect and adapt to potentially fast changes in the
opponent’s strategy.

The algorithm, at a high level, uses two models:

1. a Predictive Model which makes a prediction about the
opponent’s next action. The predictive model has to
be online in nature with some decay function over the
history of interactions. It also has to view the interac-
tions as a sequential prediction problem not as inde-
pendent predictions and detect abrupt changes in the
interactions.

2. a Reasoning Model which chooses a suitable best re-
sponse accordingly. The reasoning model needs a be-
lief model of whether the opponent is cooperative or
competitive and the ability to explore if the opponent
is teachable. It should also be able to measure the suc-
cess of the predictive model in addition to maintaining
a target average reward as a safety value.

There is a large class of models and methods that can
be used for both parts of the algorithm. We made specific
choices for the models used in our experiments, but we are
not limited to the models we used. It is important to note
that the memory of the predictive model limits the target
class of opponents FAL can adapt to.

3. EXPERIMENTAL RESULTS
We have instantiated FAL’s predictive model with ELPH

and its reasoning model with Godfather-Future.
ELPH [2] is an an online predictive algorithm that learns

to predict from short sequences. ELPH keeps a hypotheses
space with the patterns observed and predictions sets that
are updated constantly and pruned using entropy.
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3.0,3.0 0.0,5.0
5.0,0.0 1.0,1.0

Table 1: Prisoner’s Dilemma game matrix

Q1 WOLF-
PHC

FAL God
Father

Bully

Q1 1.7,1.7 1.7,1.7 2.2,2.2 2.4,2.4 0.9,1.4
WOLF-PHC 1.9,1.9 2.2,2.2 2.4,2.4 0.9,1.4
FAL 3.0,3.0 3.0,3.0 1.0,1.0
GodFather 3.0,3.0 1.0,1.0
Bully 1.0,1.0

Table 2: Average pairwise payoffs after playing 100
rounds of Prisoner’s Dilemma. Results are from
1000 runs.

To explain Godfather-Future, we need a few concepts from
game theory. A security value is the strategy that maximizes
the player’s own minimum payoff. A targetable pair is any
pair of deterministic strategies in the game with the prop-
erty that it yields a reward for the player higher than its
security value. The Godfather-Future strategy computes a
targetable pair of actions that leads to higher reward than
its security value. The original Godfather [3] plays its part of
the targetable pair if the opponent played its half of the tar-
getable pair in the last interaction, Godfather-Future plays
its part if the opponent is predicted to play its part in the
next interaction.

Experiment 1. We compared experimentally the perfor-
mance of different learning algorithms, using two-player re-
peated normal form games. The results in Table 2 show the
outcomes of playing Prisoners Dilemma for 100 iterations.
We repeated each of the 100 iterations 1000 times to reduce
noise. The performance of FAL is compared against a set
of algorithms and strategies from the literature, specifically
Q-Learning, WOLF-PHC [1], Bully, and Godfather [3].

In Prisoner’s Dilemma, shown in Table 1, the dominant
strategy is to defect (D) and receive a reward of 1.0. Coop-
erating (C) would lead to a higher outcome of 3.0 but with
the added risk of getting 0 if the opponent decided to betray.

From Table 2 it is clear that FAL and Godfather are the
best performing methods across the board. Q-Learning and
WOLF-PHC were among the worst especially against a sta-
tionary policy like Bully. It is important to note that Q-
Learning and WOLF-PHC will perform as well as the other
agents in longer sequences of games but our goal in this
research is to analyze short term performance.

Experiment 2. In Experiment 1 we have shown that FAL
is able to learn faster and achieve better results than Q-
Learning, WOLF-PHC, and Bully. However, the perfor-
mance of Godfather and FAL were almost identical in many
scenarios. In order to show the ability of FAL to adapt
rapidly we present now results against an opponent that
changes its strategy after some period of time. Detecting
the change and adapting to it is the real advantage that we
are aiming at achieving in this work.

We use as opponent an agent we call Switch. The agent
starts by following the classical Godfather strategy until it
reaches stage 40 of the game. After that, Switch follows a
deterministic repeated sequence of actions C, D, C, C, D, C
indefinitely. This agent is designed to be deterministic and

predictable with a bounded memory.
In this experiment, Switch played a sequence of 100 games

against FAL, Godfather, and WOLF-PHC. Figure 1 shows
the average reward over time for the 3 agents against Switch.
Positive values imply that Switch is getting more reward, 0
are ties, and negative values are the others. It is evident
in the graph that FAL is the best performing agent. FAL
is able to detect and adapt in less than 20 games to the
opponent’s policy changes while the rest of the agents were
not able to detect it until end of sequence at game 100.
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Figure 1: Average delta reward for the 3 Agents vs.
Switch agent.

4. CONCLUSIONS AND FUTURE WORK
The goal of this work is to motivate and introduce the need

for new requirements on multiagent learning algorithms, specif-
ically to create agents that learn after playing a limited
number of games against an opponent and that are capa-
ble of adapting to sudden and frequent changes in the op-
ponent strategy. We proposed a new algorithm, FAL, and
demonstrated experimentally that FAL outperforms agents
using other learning methods in the Prisoner’s Dilemma and
against an abrupt policy changing opponent. Future work
will be directed at examining theoretical properties of FAL,
applying it to a larger class of games, and expanding the
algorithm to play against more than one opponents.
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1. INTRODUCTION
We study agents matching to form teams in a distributed

multi-agent environment. Each agent receives information
about the potential value of teaming with others. This infor-
mation signal may be noisy. If all candidate agents agree to
the matching the team is formed and each agent receives the
true unknown utility of the matching, and leaves the mar-
ket. We consider the effect of the presence of information
brokers, or experts, on the outcomes of such matching pro-
cesses. Experts can, upon payment of a fee, perform the ser-
vice of finding and revealing the true value of a match to any
agent. We analyze the equilibrium formed in the two-sided
search setting, given the fee set by a monopolist expert. We
then derive the revenue maximizing strategy for the expert
as the first mover in a Stackelberg game. We find that better
information can hurt: the presence of the expert, even if the
use of its services is optional, can degrade individual agents’
utilities and overall social welfare. While in one-sided search
the presence of the expert can only help, in two-sided search
the externality imposed by the fact that others are consult-
ing the expert can lead to a situation where the equilibrium
outcome is that everyone consults the expert, even though
all agents would be better off if the expert were not present.
As an antidote, we show how market designers can enhance
welfare by subsidizing the expert to make her services more
expensive, instead of providing conventional subsidies which
reduce consumer costs.

2. MODEL
Our model is based on a standard two-sided distributed

search model [1, 2], augmented to include uncertain signals.
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The model assumes fully rational self-interested agents, search-
ing for appropriate partners to form mutually acceptable
pair-wise partnerships.

The number of agents may be either infinite or finite and
all agents are ex ante identical, in that there are no indi-
viduals who are “naturally” better than others. However,
when a potential match is formed, each agent gets some id-
iosyncratic utility from the particular qualities of that part-
nership. This utility is drawn anew each time a partnership
with the same agent is evaluated in later stages of the search
(as the number of agents in the population grows large, this
becomes increasingly unlikely, since potential partnerships
are drawn at random from the population; however, even
with a relatively small number of agents, it models cases
where the utility of a partnership is dependent on the cir-
cumstances in which it is formed).

At any period, the matching technology arranges a meet-
ing between two agents, each of whom pays a search cost cs
and receives a different, independent noisy signal, denoted s,
indicating the estimated value of the match to it. We assume
that agents are acquainted with the distribution of signals
fs(s) and the conditional probability density of values given
signals, fv(v|s). Upon receiving a signal, an agent can either
accept the partnership, decline it, or pay a cost ce to con-
sult an expert who then reveals to that agent the (noiseless)
true value of the partnership to that agent. If the agent
does consult the expert, it must decide whether to accept
or decline the partnership once it receives the true value. If
both agents decide to accept the partnership, a match takes
place and the agents leave the market. If either one of the
agents declines the partnership, the agents go back into the
searching population and continue their search by sampling
another partnering opportunity at search cost cs, and so on.

Agents are rational and self-interested; they maximize ex-
pected utility (the value they receive from the partnership
they eventually form minus the accumulated costs of query-
ing the expert and interacting with other agents along the
search path). In addition, the expert is a rational, self-
interested monopolist; her goal is to maximize her own ex-
pected utility: the accumulated payment she receives from
the agents minus her expenses, denoted de, which are a func-
tion of the cost of producing the information required to
inform agents of the exact values of matches.

3. ANALYSIS
Any searcher can query an expert at cost ce to find out
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the true value (to her) of a potential partner. The searcher
has 3 alternatives. She can (1) reject the current potential
partnership without querying the expert, paying search cost
cs to reveal the signal for the next potential partnership;
(2) query the expert to obtain the true value v, paying a
cost ce, and then decide whether to accept the partnership;
or (3) accept the current partnership without querying the
expert. If both potential partners accept then the search
terminates. Case (2) termination provides the searcher with
the true value v. Case (3) termination provides the searcher
with the (unknown) true value of the partnership. With no
mutual acceptance, the search resumes.

A solution for a general density function fv(v|s) dictates
an optimal strategy with a complex structure of the form
of (S′, S′′, V ), where: (a) S′ is a set of signal intervals for
which the searcher should resume her search without query-
ing the expert; (b) S′′ is a set of signal intervals for which
the searcher should accept the partnership without query-
ing the expert; and (c) for any signal that is not in S′ or S′′

the searcher should query the expert, and accept the part-
nership if the value obtained is above a threshold V , and
resume otherwise. The value V is the expected utility from
resuming the search given that the other agents use strategy
(S′others, S

′′
others, Vothers)and is given by:

V (S′, S′′, V ) =− cs − ce
∫

s6∈{S′,S′′}
fs(s) ds

+ (1−A ·B) · V (S′, S′′, V ) +B · C (1)

where A is the probability that the searcher accepts the part-
nership eventually (either directly or after querying the ex-
pert), B is the probability that the potential partner accepts
the match, and C is the searcher’s expected utility if both
sides accept the partnership; these are given by:

A =

∫

s∈S′′
fs(s) ds+

∫

s/∈{S′,S′′}
fs(s)

(
1− Fv(V |s)

)
ds

B =

∫

s∈S′′
others

fs(s) ds+

∫

s/∈{S′
others

,S′′
others

}
fs(s)

(
1− Fv(Vothers|s)

)
ds

C =

∫

s∈S′′
fs(s)E[v|s] ds+

∫

s 6∈{S′,S′′}

(
fs(s)

∫ ∞

y=V
yfv(y|s) dy

)
ds

The value of V (S′, S′′, V ) in Equation 1 is derived recur-
sively, considering the next search iteration. The searcher
pays cs for receiving the noisy signal. The next element is
the expected expert query cost, incurred whenever receiv-
ing a signal s /∈ {S′, S′′}. The third element applies to the
case of resuming search, when at least one of the sides re-
jects the partnership, in which case the searcher continues
with an expected utility V (S′, S′′, V ). The last element ap-
plies to the case where the search is terminated, since both
sides accepted the opportunity. Similarly, the first element
in A and B applies to a case where the searcher accepted
the match without querying the expert and the second ap-
plies to a case where the searcher accepted the match after
querying the expert. The first element in C applies to a
case where the searcher accepted the match without query-
ing the expert, in which case the expected revenue is E[v|s].
The second element applies to the case where the searcher
accepted the match after querying the expert.

Expected profit of the expert: The expected profit of
the expert is: πe = E(Profit) = (ce−de)ηce , where ηce is the
expected number of expert queries a searcher performs. The
expert can maximize the above expression with respect to ce
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Figure 1: Subsidizing the expert to increase her
query price from 0.0065 to 0.0237, thus maximizing
social welfare. In this example cs = 0.1.

(ηce decreases as ce increases) to find the profit maximizing
price to charge searchers.

4. ILLUSTRATIVE EVALUATION
As an example, we consider a synthetic environment where

agents form pairwise partnerships. The signal is an upper
bound on the true value (e.g., people tend to get a good
first impression of others). Specifically, we assume signals s
are uniformly distributed on [0, 1] (fs(s) = 1 if 0 < s < 1
and zero otherwise) and the conditional density of true val-
ues is a monotonic increasing function in the interval [0, s]:

fv(y|s) =
3
√
y

2
√
s3

.

A market designer can motivate the expert to modify
her query price by changing the expert’s incentives, in or-
der to increase social welfare. The expert computes the
profit-maximizing cost ce to charge, given that individual
agents play their optimal search strategies subject to cs.
For instance, for cs = 0.1, the optimal expert query cost
is ce = 0.0065 (for example, see Figure 1, where the lower
curve, which demonstrates the expert’s profit as a function
of query cost, peaks at 0.0065; note, however, that social
welfare is not maximized at ce = 0.0065).

In the case of one-sided search, social welfare maximiza-
tion typically involves reducing the expert’s query cost. How-
ever, in keeping with our finding that more information can
hurt social welfare in two-sided search, in many settings a re-
verse subsidy can be optimal. That is, for increasing social
welfare, it is necessary that the expert increase her query
price. Figure 1 presents one example. In this case, social
welfare (taking into account the subsidy) is maximized when
the query price is 0.0237 (seen at the upper curve in the fig-
ure). The optimal subsidy is so high that the expert never
gets used – in this case the mechanism is essentially paying
the expert to leave the market.
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1. INTRODUCTION
Humans and software agents alike spend considerable time

and effort in searching. Search enables finding the things
that better fit and agent’s goals. But search can also be
a costly process. Search costs can either come in the form
of direct monetary payments, or in the form of time and
resources spent. In general, the searcher must balance be-
tween the benefits provided by longer and broader search,
on the one hand, and the associated increased cost, on the
other.

In economic literature search costs are often referred to
as “environment friction” or “market inefficiency” and as-
sociated with reduced market performance [1]. Indeed, in
the presence of search costs a rational player will not aim to
find the best option, but rather settle for the “good enough”,
beyond which the marginal cost of searching exceeds the
marginal benefit of continuing the search. Thus, search costs
promote sub-optimal results (or so it would seem). As such,
the traditional wisdom is that when designing a MAS en-
vironment, search costs should be avoided or reduced to
a minimum. Taking eCommerce as an example, most re-
searchers see a great benefit in the ability of eMarketplaces
to lower the buyers’ cost to obtain information (e.g. about
the price features) from multiple sellers, as well as the sell-
ers’ reduced costs to communicate their information [1]. The
lowered search cost is associated in this case with increased
economic efficiency and enable new markets to emerge. Sim-
ilarly, many systems have been introduced in which central
mechanisms or mediators are used in order to supply the
agents complete information concerning market opportuni-
ties, eliminating the need to engage in costly search.

In this paper we show that, not withstanding the above,
search costs – “friction”, if and when applied appropriately,
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can also be beneficial, and actually increase both the ex-
pected aggregate welfare, and the expected utility of each
individual agent. This holds even if the proceeds from the
search costs are discarded and do not directly benefit anyone
in the system, as we assume throughout. Thus, artificially
applied search costs can be used as a mechanism to improve
market efficiency. We show this for one-sided search settings
using standard models from search theory. Similar results for
two-sided search settings are available however omitted for
space considerations.

2. ONE-SIDED SEARCH
The Model.

We employ the fixed-sample-size search model [2], wherein
each searcher executes a single search round in which it ob-
tains a large set of opportunities simultaneously, and chooses
the one associated with the highest utility. Consider an envi-
ronment with m homogeneous servers, and N homogeneous
agents requesting service from these servers. The agents are
assigned a random order. Each agent, in turn, can request
to query any number of servers. The queries are assigned
to available servers. Each server can address one query in
each time step. Since the queries may be executed in par-
allel, agents need to determine the number of queries they
request in advance. Once the queries are executed, the agent
obtains the results and leaves the system.

Each reply provides the agent with some non-negative util-
ity. The utility, x, obtained by agent Aj from the reply of
server i is randomly drawn from a distribution DU charac-
terized by a probability distribution function (p.d.f.) f(x),
and cumulative distribution function (c.d.f.) F (x). For sim-
plicity we assume that all servers and all agents are homo-
geneous, and thus share the same functions f(x) and F (x).
The overall utility obtained by the agent from the set of all
replies is the maximum among the utilities provided by the
individual replies from the different servers. We assume that
the future is discounted by a factor of δ (which is common
to all agents).

Agents are assumed to be self-interested, and thus aim to
maximize their own expected utility. Thus, if there is no
cost for querying a server, all agents will request to query
all servers. This, however, means that serving each agent
takes more resources, and thus delays serving other agents.
Since the future is discounted, agents further down the line
actually end up losing from this delay more than they gain
from accessing more serves. We show that by introducing
a cost for each query, we can drive agents to perform less
queries, and increase the expected utility.
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No Search Costs.
For a search cost of c, let Sc be the expected aggregate

utility with a search cost of c. For any k = 1, . . . ,m, let Ek =
E(max{x1, . . . , xk : x ∈ DU}) be the expected maximum
of k independent draws from the utility distribution DU .
Then, if there are no search costs, ignoring discounting, each
agent would obtain expected utility of Em. However, each
agent occupies all the m available servers. Thus, the i-th
agent is only serviced at time i. Thus, taking discounting
into account, the overall expected utility of the i-th agent is
Emδ

i. The aggregate expected utility, summed up over all
agents, is thus:

S0 =

N∑

i=1

Emδ
i = δEm

1− δN
1− δ

−→
N→∞

δEm
1− δ (1)

With Search Costs.
Now, assume that we introduce a cost c for each query.

Then, the rational choice for an agent is to query k ≤ m
servers such that the expected marginal utility of querying
the k-th server (rather than k − 1 servers) is at least c, but
the marginal utility of querying the k+ 1 server is less than
c. Thus, each agent will choose to query k servers such that
k = arg maxk{Ek − Ek−1 ≥ c}. Conversely, the minimum
cost that will guarantee querying exactly k servers is: ck =
Ek+1 − Ek.

With a search cost of ck, ignoring discounting, the ex-
pected utility of each agent is: Uk = Ek−k ·ck = (k+1)Ek−
kEk+1. At any one time step, m/k agents can be served in
parallel (assuming k divides m). Thus, the i-th agent is

served at time
⌊

i
m/k

⌋
. Thus, taking into account discount-

ing, the expected utility of the i-th agent is Ukδ

⌊
i

m/k

⌋
. Thus,

the total expected utility, summed up over all agents, is:

Sck =

⌊
N
m/k

⌋

∑

i=1

m

k
Ukδ

i =
m

k
δUk

1− δ
⌊
N
m/k

⌋

1− δ
−→
N→∞

m

k

δUk
1− δ (2)

Advantageous Search Costs - Aggregate Utility.

Theorem 1. For any non-degenerate distribution DU on
non-negative utilities and any discounting factor δ < 1, there
exist m0 and N0 such that for any m ≥ m0 and N ≥ N0,
there exists a c such that introducing a search cost of c for
each query increases the expected aggregate utility. This
holds even if the proceeds of the search costs are discarded
and do not benefit anyone.

Proof. Set ~S0 = δEm
1−δ and ~Sck = m

k
δUk
1−δ . By (1) and (2)

we have that S0
−→
N→∞ ~S0 and Sck

−→
N→∞ ~Sck . Suppose that

~Sck >
~S0. Set ε = ~Sck − ~S0 . Then, there exists an N0 such

that for any N ≥ N0, S0 < ~S0 + ε/2 and Sck ≥ ~Sck − ε/2.
Thus, for N ≥ N0 we have that Sck > S0, i.e. introducing a
search cost of ck increases aggregate utility.

It thus remains to prove that ~Sck > ~S0. We show that
this holds for any k, provided that m is sufficiently large.
Indeed, ~Sck = m

k
δUk
1−δ >

δEm
1−δ = ~S0 iff

Uk
k
>
Em
m

(3)

The left hand side of (3) is independent of m, while the right
hand side approaches 0 as m grows [2]. Thus, provided that
Uk is positive, (3) necessarily holds for m sufficiently large.

We show that Uk is positive for any k. Denote fk(x) the
p.d.f. of the maximum of k independent samples from DU ,

and let Fk(x) be the associated c.d.f. Then, Fk(x) = (F (x))k

and fk(x) = (Fk(x))′ = k(F (x))k−1f(x). By definition,
Ek =

∫∞
0
yfk(y)dy. Thus,

Uk = (k + 1)Ek − kEk+1 =

(k + 1)

∫ ∞

0

fk(y)ydy − k
∫ ∞

0

fk+1(y)ydy =

k(k + 1)

∫ ∞

0

(F (y))k−1(1− F (y))f(y)ydy > 0

The last inequality is due to the fact that all elements of
the integral are non-negative, and assuming that the distri-
bution is non-degenerate (i.e. is not concentrated all in one
value) at least one element is strictly positive.

Individual Utility.
Corollary 1. For any non-degenerate distribution DU

on non-negative utilities and any discounting factor δ < 1,
if agents are assigned a random order then there exist m0

and N0 such that for any m ≥ m0 and N ≥ N0, there exists
a c such that introducing a search cost of c for each query
increases the expected utility of each player. This holds even
if the proceeds of the search costs are discarded and do not
benefit anyone.

Proof. Considering a specific player, for any position i,
the probability that the player is i-th in the order is 1/N .
Thus, if there are no search costs then the expected utility
of any player is: N∑

i=1

1

N
Emδ

i =
1

N
S0 (4)

Similarly, the expected utility of the player with a search
cost of ck, is ⌊

N
m/k

⌋

∑

i=1

1

N

m

k
Ukδ

i =
1

N
Sck (5)

Thus, the theorem follows by the exact same reasoning as
that in the proof of Theorem 1.

3. CONCLUSIONS
The implication of these results to market designers is

that the effects of search costs should be carefully analyzed
in each case, and not assumed to be universally detrimental.
Rather, there are cases when it may be beneficial to delib-
erately introduce artificial search costs. When search costs
are already part of the system, there is no general answer
for whether or not decreasing these costs will improve the
system’s performance. In some settings, an increase rather
than a decrease can actually contribute to improving ex-
pected utility. In other cases, a decrease in search costs can
contribute to improving expected utility, but decreasing the
costs beyond a certain point can result with the opposite
effect. The analysis methodology given in this paper can fa-
cilitate the calculation of the right search cost to which the
market designer should strive.
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1. INTRODUCTION
Creating software agents that can negotiate effectively is

an important problem that has been studied by agent re-
searchers in contexts such as the trading agent competition
and the virtual agents community. In the former, the goal is
typically to find optimal policies in settings with uncertain
and incomplete information, and where policies are typically
evaluated in societies of entirely artificial agents [6]. In the
latter, a goal is to create agents that can interact with hu-
mans — in many cases, to train them in negotiation with
individuals from particular cultures or different value set-
tings [5].

In this paper, we examine a problem that combines the
complexities of these goals. We want to create negotiating
agents that can perform effectively in multiple environments,
specifically in a multitude of societies where values and styles
of negotiation might be significantly different. Since agent
performance is highly dependent on the interaction environ-
ment, the design of such an agent is not a straightforward
optimization problem.

As context for this investigation, we use the Social Ulti-
matum Game [2], a multi-agent multi-round extension of the
Ultimatum Game, a classical game-theoretic problem which
has been studied for decades due to the behavioral variance
it elicits. It has been shown through many investigations
that humans exhibit a wide range of behaviors that deviate
from a “rational” payoff-maximizing strategy based on fac-
tors such as cultural background, occupation and emotional
factors among others in the classical Ultimatum Game.
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2. SOCIAL ULTIMATUM GAME
The Ultimatum Game, is a two-player game where a player,

P1 proposes a split of an endowment e ∈ N to another player
P2 where P2 would receive q ∈ {0, δ, 2δ, . . . , e−δ, e} for some
value δ ∈ N. If P2 accepts the offer, they receive q and P1

receives e−q. If P2 rejects, neither player receives anything.
The subgame-perfect Nash or Stackelberg equilibrium states
that P1 offer q = δ, and P2 accept. This is because a “ratio-
nal”P2 should accept any offer of q > 0, and P1 knows this.
Yet, humans make offers that exceed δ, even making “fair”
offers of e/2, and reject offers less than the minimum.

To represent the characteristics that people operate in so-
cieties of multiple agents and repeated interactions, we in-
troduce the Social Ultimatum Game. There are N players,
denoted {P1, P2, . . . , PN}, playing K rounds, where N ≥ 3.
The requirement of having at least three players in necessary
to give each player a choice of whom to interact with.

In each round k, every player Pm chooses a single potential
partner Pn and makes an offer qkm,n. Each player Pn then
considers the offers they have received and makes a decision
dkm,n ∈ {0, 1} with respect to each offer qkm,n to either accept
(1) or reject (0) it. If the offer is accepted by Pm, Pm receives
e− qkm,n and Pn receives qkm,n, where e is the endowment to
be shared. If an offer is rejected by Pn, then both players
receive 0 for that particular offer in round k. Thus, Pm’s
reward in round k is the sum of the offers they accept from
other players (if any are made to them) and their portion of
the proposal they make to another player, if accepted, rkm =
(e − qkm,n)dkm,n +

∑
j=1...N,j 6=m q

k
j,md

k
j,m. The total rewards

for Pm over the game is the sum of per-round winnings,
rm
∑K
k=1 r

k
m.

3. AUTONOMOUS AGENTS
We summarize the types of agents that we implemented.

• Tit-for-Tat : This is a fully reciprocal agent that
chooses responders who previously made them offers,
and offers an amount that reciprocates that previous
offer,

• Regret Minimization : This agent minimizes worst-
case regret by hedging [1] among a set of available ac-
tions. It hedges by increasing the weights associated
with high payoff actions during gameplay, and prob-
abilistically chooses actions based on these weights,
which are initialized using human data,

• Expected Reward QRE : This agent learns the ex-
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pected rewards of various actions based on human play
data and acts using a quantal response equilibrium [3]
strategy based on these rewards.

• SIGAL QRE : This agent also uses a quantal re-
sponse equilibrium strategy but the utility is based on
the sigmoid acceptance learning [4] approach which in-
corporates a model of social utility into the rewards.

• Adaptive Fairness : This agent is characterized by a
fairness threshold which is dynamically updated based
on an adaptability parameter and an exploration pa-
rameter [2]. It accurately replicates human dynamic
reciprocity behavior and is used as a stand-in for var-
ious human-like behaviors that are learned from data.

• Marginal Value Optimization : This agent chooses
an action based on the marginal value of being seen
as the preferred partner of each agent in the society.
The value is a product of the expected value of the
offer received from a particular agent and the marginal
increase of the likelihood of receiving an offer.

4. EXPERIMENTS
In order to investigate adaptiveness of the agents and of

the humans, we created 10 different societies. We first ran
two sets of human experiments, one with undergraduates
and staff at a U.S. university, and a second at an interna-
tional conference with primarily computer science doctoral
students and faculty. From this data we estimated param-
eters for the Adaptive Fairness (AF) agents, using different
subsets of humans.

This includes the top 25% scorers at the conference, the
top 25% scorers at the university, two clusters of the hu-
man population based on offer recipient entropy (people
who spread their offers out the most and the least), and
four humans drawn randomly from the populations. In
addition, SIGAL-QRE, ER-QRE and Regret Minimization
agents were created with data from the first two experi-
ments. We then created the following 10 societies for 5-
player games where one test player plays against four play-
ers:

• AF-Conf-Top25 : 4 Conference Top 25% AF-agents

• AF-Univ-Top25 : 4 University Top 25% AF-agents

• AF-Cluster1 : 4 low recipient entropy AF-agents

• AF-Cluster2 : 4 high recipient entropy AF-agents

• AF-Alpha-7 : 4 AF-agents for Human #2

• AF-4Types : AF-agents for 4 types of humans

• SIGAL-QRE : 4 SIGAL-QRE agents

• ER-QRE : 4 ER-QRE agents

• Regret : 4 Regret Minimization agents

• TFT-2 : 4 Tit-for-Tat agents with baseline $2 offers

We ran a third set of human experiments using Amazon
Mechanical Turk where a human player could play against
the societies above in 20-round games with a $10 endowment
per round. We created on HIT (Human Intelligence Task)
for each instance of a game in a society with 20 assignments,
i.e., we had 20 human game play traces for each society type.

We then tested the following agents in each of the so-
cieties, running 1000 iterations of games for each: Regret,
SIGAL-QRE, ER-QRE, TFT-2 and Marginal Value Opti-
mization (MVO).

Figure 1: Mean of Payoffs for Test Players

5. RESULTS
Figure 1 shows the mean of payoffs for the test players

in the 10 different agent societies. The main result of the
paper is that the marginal value optimization (MVO) agent
outperforms human players in 9 out of 10 societies. In 7 out
of 10 societies the gaps in mean payoff were very high (MVO
advantages were 16.6, 17.9, 24.5, 35.9, 41.6, 42.1, 65.7) The
only society where it does not outperform humans is the
ER-QRE society (-11.7) which is made up of agents which
follow a static policy. We see that MVO’s assumptions about
generating payoffs from others by being the top target is val-
idated, as MVO is able to generate more payoffs from offers
made to it by others, when compared to human players.

Furthermore, MVO is also able to generate more payoffs
from its own offers when compared to humans in 7 out of 10
human societies. This is because the generous offer reduces
the probability of rejection in several of the societies. How-
ever, it pays a price for this in societies where the probability
of rejection is low (or zero). In two of the three cases, it is
able to overcome this loss from improvement in the number
and quality of offers made to it by others.
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ABSTRACT
While game-theoretic approaches have been proposed for address-
ing complex security resource allocation problems, many of the
standard game-theoretic assumptions fail to address human adver-
saries who security forces will likely face. To that end, approaches
have been proposed that attempt to incorporate better models of hu-
man decision-making in these security settings. We take a new ap-
proach where instead of trying to create a model of human decision-
making, we leverage ideas from robust optimization techniques. In
addition, we extend our approach and the previous best performing
approach to also address human anchoring biases under limited ob-
servation conditions. To evaluate our approach, we perform a com-
prehensive examination comparing the performance of our new ap-
proach against the current leading approaches to addressing human
adversaries. Finally, in our experiments we take the first ever anal-
ysis of some demographic information and personality measures
that may influence decision making in security games.

Categories and Subject Descriptors
H.4 [Computing Methodology]: Game Theory

General Terms
Security, Algorithms, Performance

Keywords
Human Behavior, Stackelberg Games, Decision-making, Security

1. INTRODUCTION
Game-theory has gained traction in security resource allocation

decisions in important settings [4]. Security games refer to a spe-
cial class of Stackelberg games where there are two agents - the
defender (security force) and an attacker - who act as the leader
and the follower respectively [9]. Traditionally, Stackelberg games
have been used to model these problems because they encapsulate
the commitment a defender must make in allocating her security
resources before an attacker chooses an attack method.

There exists a number of game-theoretic optimal algorithms for
solving security games such as DOBSS [5]. However, one of the
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key assumptions underlying these approaches is that the attacker
is a perfectly-rational player and that the attacker breaks ties in
the defender’s favor. Thus, these systems optimize their strategy
against an expected-value-maximizing opponent and are not robust
to deviations from this strategy. It is well known that standard
game-theoretic assumptions of expected-value-maximizing ratio-
nality are not ideal for addressing human behavior in game-theoretic
settings [2]. To that end, a number of approaches have attempted to
address these potential deviations by incorporating more realistic
models of human decision-making.

COBRA is one such approach that assumes a boundedly-rational
opponent and attempts to maximize the defender’s utility for the
worst-case outcome of any ε-optimal response strategy, avoiding
the issue of tie breaking by the attacker [6]. One critical issue with
COBRA is that if the attacker deviates to any strategy beyond the
ε-optimal response set then the result can once again be arbitrarily
bad for the defender. To address this dilemma, Yang et al. [7] in-
troduced BRQR, which assumes that instead of strictly maximizing
expected value, the attacker responds stochastically: the chance of
selecting non-optimal strategies increases as the cost of such an er-
ror decreases. BRQR thus allows for a more gradual approach to
defending against deviations as opposed to the hard-cutoff point.
Two issues with BRQR are that it critically depends on the appro-
priate estimation of λ, which represents the amount of error in the
attacker’s response function; and that its runtime is slow.

To attempt to address the issues of BRQR and COBRA, we in-
troduce a new approach, MATCH, based on robust optimization
[1] where the defender strategy is robust to certain worst-case de-
viations from the attacker, but modify the traditional worst-case
assumption to a new type of graduated optimization. Furthermore,
we extend both MATCH and BRQR to address human anchoring
biases as it has been shown that this extension is advantageous un-
der limited observation [6]. In order to evaluate our new approach
and these extensions we performed a comprehensive experimen-
tal study involving 253 human subjects playing 5956 games un-
der three observation conditions (perfect, limited, and no observa-
tion). Since we alter the standard assumptions of robust optimiza-
tion we also include an alternative algorithm, RECON [8], which
employs the traditional worst-case robust optimization. In addition,
we examine the influence of two personality measures, psychopa-
thy and numeracy, and demographic information, age and gender,
on decision-making in security settings. Psychopathy is especially
of interest because research has shown that psychopathy is a strong
predictor of both criminal behavior and in particular violent crimes
[3]. Gaining insight into the influence of such personality measures
and demographic information could potentially motivate future al-
gorithmic developments.
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2. METHODOLOGY
Methods for computing MATCH: MATCH is a mixed integer

linear program (MILP) that utilizes a new idea of graduated ro-
bust optimization. Whereas standard robust optimization robustly
guards against a worst-case outcome within some error bound, MATCH
assumes a utility maximizing outcome on behalf of the attacker, but
constrains the impact of deviations depending on the magnitude of
the deviation. That is, MATCH has an adjustable parameter, β,
which constrains the defender’s loss for a deviation by the attacker
to be no worse than a proportion (β) of the loss the attacker in-
curs for that deviation. For example, if the attacker deviates from
the expected-value-maximizing target and loses 2 utility, then the
defender should not lose more than β ∗ 2 for this deviation.

Extending BRQR: In order to extend BRQR to handle an an-
choring bias we need to alter the way the adversary perceives his
reward. Specifically, if the defender has chosen a strategy x for
defending her targets, the attacker will now base his decisions on
a strategy x′ that accounts for his anchoring biases. Thus, in the
new model for BRQR, the adversary will respond stochastically
according to x′ where the chance of selecting non-optimal strate-
gies increases as the perceived cost of such an error decreases. We
refer to this new strategy as BRQRA.

Extending MATCH: MATCH originally assumes a perfectly-
rational adversary so we chose to extend MATCH to address both
an anchoring bias and a boundedly-rational attacker as in COBRA.
We refer to this new formulation as COBRA-MATCH. Since MATCH
and COBRA are both MILPs we are able to extend MATCH utiliz-
ing the same types of constraints originally presented in COBRA
[6]. Specifically, as in BRQR, the attacker now makes his decision
based on x′ rather than x. Furthermore, given his perception of
the defender strategy (i.e., x′) he is willing to choose any strategy
within ε of what he perceives to be the expected-utility-maximizing
strategy. One important consideration in the COBRA-MATCH for-
mulation is that now we must model the attacker’s losses for a devi-
ation according to his perception of his loss (i.e., according to x′),
while the defender’s loss is still based on the real defender strategy
(i.e., according to x). It follows that the defender should only lose
a proportion (β) of what the attacker perceives he has lost.

3. EVALUATION
We conducted empirical tests with human subjects playing a web-

based game to evaluate the performance of defender strategies gen-
erated using six candidate algorithms: DOBSS, MAXIMIN, CO-
BRA, BRQR/BRQRA, MATCH/COBRA-MATCH, and RECON.
In our experiments, we utilize the same eight-target scenario used
by Yang et al. [7].Before beginning, subjects were given a tutorial
and a test to ensure that they understood the general game play.

Our experiments were run in Amazon Mechanical Turk and par-
ticipants were paid a base amount of US $1.50 for participating.
In order to motivate the subjects, they were informed that a small
sample of their games would be chosen at random and they would
be paid an additional US $0.15 for the total points earned in that
sample. Also, two obvious games were introduced to ensure sub-
jects were paying attention.If subjects failed to respond correctly in
the obvious games then their data was removed from the set.

We tested nine different payoff structures (five new, four from
yang et al. [7]) in the unlimited observation condition and four in
the limited and unobserved conditions (from yang et al. [7]). For
each payoff structure, we generated the mixed strategies for the de-
fender using the six algorithms with a variety of parameter settings.
We ran experiments for the unlimited observation condition sepa-
rately from experiments in the limited and unobserved observation

conditions. This was to avoid confusion in the subjects and to keep
the experimental conditions controlled. Additionally, the order of
game instances played by each subject was randomized to mitigate
ordering effects on their response. We also examined runtime per-
formance for MATCH versus BRQR.

4. CONCLUSIONS
To address human adversaries, a number of approaches, includ-

ing COBRA and BRQR, have been introduced which attempt to in-
clude more realistic models of human-decision making. Our work
provides five fundamental contributions to this line of research: (i)
we develop an approach to addressing human adversaries based on
robust optimization rather than relying on finding more appropri-
ate models of human decision-making; (ii) we extend both BRQR
and MATCH to address human anchoring biases under limited ob-
servation; (iii) we do a comprehensive experimental analysis of the
performance of MATCH against previous approaches and runtime
analysis showing the efficiency of MATCH; and (iv) we make the
first ever evaluation of the influence of some demographic and per-
sonality measures on decision-making in security games.
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ABSTRACT
In a Network Security Game (NSG), security agencies must allo-
cate limited resources to protect targets embedded in a network,
such as important buildings in a city road network. A recent line
of work relaxed the perfect-rationality assumption of human adver-
sary and showed significant advantages of incorporating the bounded
rationality adversary models in non-networked security domains.
Given that real-world NSG are often extremely complex and hence
very difficult for humans to solve, it is critical that we address hu-
man bounded rationality when designing defender strategies. To
that end, the key contributions of this paper include: (i) compre-
hensive experiments with human subjects using a web-based game
that we designed to simulate NSGs; (ii) new behavioral models of
human adversary in NSGs, which we train with the data collected
from human experiments; (iii) new algorithms for computing the
defender optimal strategy against the new models.

Categories and Subject Descriptors
H.4 [Computing Methodology]: Game Theory

General Terms
Security, Algorithm

Keywords
Bounded Rationality, Network Stackelberg Games, Decision-making,
Quantal Response

1. INTRODUCTION
Stackelberg Security Games (SSGs) have received great atten-

tion recently in solving real-world security problems, in which se-
curity forces (the leader) must allocate resources to protect one or
more potential targets from being damaged by the attackers (the
followers). Since the attackers can usually observe the defender’s
strategy before deciding on a plan of attack, the defender commits
to a randomized strategy before the attacker chooses a strategy.
Such attacker-defender Stackelberg game models have been used
as the basis of many real-world deployed systems, including AR-
MOR, IRIS and GUARDS [6].

Appears in: Proceedings of the 11th International Conference on
Autonomous Agents and Multiagent Systems – Innovative Applica-
tions Track (AAMAS 2012), Conitzer, Winikoff, Padgham, and van der
Hoek (eds.), 4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

In this paper we focus on security games whose domains have
structure that is naturally modeled as graphs. For example, in re-
sponse to the devastating terrorist attacks in 2008 [2], Mumbai po-
lice deployed randomized checkpoints as one countermeasure to
prevent future attacks [7]. This can be modeled as a Stackelberg
game on a graph with intersections as nodes and roads as edges,
where certain nodes are targets for attacks. The attacker chooses a
path on the graph ending at one of the targets. The defender can
schedule checkpoints on edges to try to catch the attacker before
a target is reached. Previous studies [7, 8] model these games as
Network Security Games.

A common assumption of these previous studies is that the at-
tacker is perfectly rational (i.e. chooses a strategy that maximizes
their expected utility). However, extensive experimental studies
have shown that standard game-theoretic assumptions of perfect
rationality are not ideal for predicting the behavior of humans in
multi-agent decision problems, and various alternative models have
been proposed [1, 5]. Recently, Yang et al [9] studied human be-
havior models of attackers in the setting of (non-networked) Stack-
elberg security games. They showed that defender strategies based
on a quantal response model (an adaptation of Quantal Response
Equilibrium (QRE) concept [5] to the Stackelberg setting) achieved
promising performance when tested against human subjects, out-
performing previous methods for security games as well as a be-
havior model based on Prospect Theory [4].

In this work, we initiate the study of human behavior models
of adversaries in network security games. Compared to the non-
networked domains, the network structure of this domain further
complicates the decision process of the human adversaries, hence
further motivating the need to relax assumptions of perfect rational-
ity. Specifically, the attacker must choose a path in the graph where
each edge is covered by the defender with some observed probabil-
ity, and thus must reason about sequences of random events. Our
goal is to explore any bias and/or heuristic behavior exhibited by
human adversaries when facing such decision problems, and to de-
sign defender strategies that exploit such behavior. While it is gen-
erally accepted that humans tend to rely on heuristics when faced
with complex problems (e.g., [3]), to the best of our knowledge,
there are no existing studies that specifically addressed heuristic
human behavior in the security domain.

We propose two behavior models for attackers in network secu-
rity games. First, we adapted the quantal response model [9] to net-
work security games. For the second model (which we call quantal
response with heuristics), the attacker’s behavior now depends on
the values of several easy-to-compute features of the attacker’s de-
cision problem. Furthermore, we developed a web-based game that
simulates the decision tasks faced by the attacker. We recruited hu-

1299



man subjects to play the game, in order to collect data for training
the model as well as evaluate the defender strategies that are com-
puted based on the trained model.

2. METHODOLOGY
We consider a network security game the same as what is defined

in [7], except that we now allow general-sum payoff structures.
Adversary Models: We propose two models of the adversary. In

the first model, the adversary’s mixed strategy is a quantal response
(QR) to the defender’s strategy: the probability that the adversary
chooses path Ai is

QR : qi(λ | x; Γ) =
eλU

a
i (x;Γ)

∑
Ak∈A e

λUa
k

(x;Γ)
(1)

where Γ denotes a given game sample, x is the defender’s strategy,
Uai is the adversary’s expected utility of choosing path Ai, and
λ > 0 is the parameter of the quantal response model [5] which
represents the error level of the adversary’s quantal response. In
the second model, which we call Quantal Response with Heuristics
(QRH), the probability that the adversary chooses path Ai is

QRH : qi(µ | x; Γ) =
eµ·fi(x)

∑
Ak∈A e

µ·fk(x) (2)

where µ = 〈µ1, ..., µm〉 is a vector of coefficients of the model and
given x, fi(x) = 〈fi1(x), .., fim(x)〉 is a vector of m features for
path Ai that influences the attacker’s decision making. Since our
focus for the QRH model is on simple heuristics, we use a set of
five features for each path that are easy to compute for humans and
thus could be used as a basis for heuristics: 1. number of edges; 2.
minimum coverage on a single edge; 3. maximum coverage on a
single edge; 4. sum of edge coverage; 5. average of edge coverage.

Model Training: We developed a web-based game which sim-
ulates the decision tasks faced by the attacker in network security
games. Figure 1 displays the interface of the game. Players are

Figure 1: Game Interface (colored)
introduced to the game through a series of explanatory screens de-
scribing how the game is played. In the game, the web interface
presents a graph to the subjects and specifies the source(starting)
nodes and the target nodes in the graph. The subjects are asked to
select a path from one of the source nodes to one of the target nodes.
They are also told that the defender is trying to catch them by set-
ting up checkpoints on the edges. The probability that there will be
a check point on each edge is given to the subjects, as well as the

reward for successfully getting through the path and the penalty for
being caught by the defender. We posted the game as a Human In-
telligent Task on Amazon Mechanical Turk (https://www.mturk.com)
to collect data on how human subjects play the game and learned
the parameters of both the QR model and the QRH model with the
data using Maximum Likelihood Estimation.

Computing Defender Strategy: Given a QR/QRH model of the
adversary, we have the following optimization problem to compute
the corresponding defender’s optimal strategy:

max
x,p

∑

Ai∈A
qi(λ | x; Γ)((Rdi − P di )pi + P di ) (3)

s.t.
∑

e∈E
xe ≤M, 0 ≤ xe ≤ 1, ∀e ∈ E (4)

pi =
∑

e∈Ai

xe, ∀Ai ∈ A (5)

where qi(λ | x; Γ) in Equation (3) is specified in Equation (1) and
(2). The problem is a nonlinear and nonconcave. We use a heuristic
algorithm based on local optimization with random restarts, similar
to that used in [9] to solve the problem.

3. CONCLUSION
We presented an initial study of human behavior models of ad-

versaries in network security games. In particular, we first proposed
two behavior models, quantal response (QR) and quantal response
with heuristics (QRH). In order to train our models and to evaluate
their performances, we developed a web-based game that simulates
the decision tasks faced by the attacker. We then trained the model
with the data that we collected by posting the game on Amazon
Mechanical Turk. Finally, we provided new algorithms to compute
the defender optimal strategy against the new models.
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ABSTRACT
We investigate algorithms for playing multi-agent visibility-
based pursuit-evasion games. A team of pursuers attempts
to maintain visibility contact with an evader who actively
avoids tracking. We aim for applicability of the algorithms
in real-world scenarios; hence, we impose hard constraints
on the run-time of the algorithms and we evaluate them
in a simulation model based on a real-world urban area.
We compare Monte-Carlo tree search (MCTS) and iterative
deepening minimax algorithms running on the information-
set tree of the imperfect-information game. The experimen-
tal results demonstrate that both methods create compara-
ble good strategies for the pursuer, while the later performs
better in creating the evader’s strategy.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search

General Terms
Algorithms, Experimentation

Keywords
Pursuit-evasion game, Monte-Carlo tree search, Information-
set search, Anytime algorithm

1. PROBLEM DEFINITION
The problem of visibility tracking is of particular inter-

est for defense or security domains in which the target ac-
tively avoids being seen by the tracking agents. Game the-
ory provides theoretic and algorithmic foundations for such
situations and a game modeling these scenarios is defined
as a visibility-based pursuit-evasion game with simultaneous
moves — a two-player zero-sum extensive-form game be-
tween the pursuer (that controls multiple pursuing agents)
and the evader. We focus on variants of these games played
in a Euclidean environment discretized as a graph. We as-
sume that both players have a full knowledge about the
topology of the environment, but do not know the position
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of the opponent’s agents unless one of their agents can see
them.

We adopt the definition of the visibility-based pursuit-
evasion game from [3], and we assume a single evading agents
and multiple centrally-controlled pursuing agents. The main
objective of the pursuers is to minimize the mean size of the
set of possible positions of the evader based on the shared
information of the pursuer’s agents (we denote this measure
MS). The objective of the evader is exactly the opposite;
however, the evader needs to approximate this value. The
exact value depends on trajectories of the pursuers which
may be unknown to the evader. Besides the mean size ob-
jective we evaluate two other performance measures. The
first is the number of times the evader has been spotted by
a pursuing agent (denoted NS). The second is the size of the
set of possible positions of the evader at the end of the game
(denoted ES), which is the objective used in [3].

2. ANYTIME ALGORITHMS
Both evaluated algorithms search in the same search space.

It is the information set tree[3], where plies of agent’s deci-
sions are interleaved with plies of possible observations.

Iterative deepening minimax.
The first algorithm (denoted MM) we use is based on the

state of the art technique presented in [3]. It is a depth-
limited minimax search with a heuristic evaluation function
and the paranoid opponent model. The empirical distribu-
tion of computation times of this method with fixed look-
ahead depth has a very long tail. In order to meet the any-
time requirement, we use iterative deepening and alpha-beta
pruning.

Monte-Carlo tree search.
The second algorithm (denoted MC) is MCTS with UCT

[2] selection on the same information set tree as in the MM
case. The performance of the algorithms was not signifi-
cantly influenced by the choice of the UCT parameter hence
we set it to two in the experiments. We run expansion in
each iteration of the algorithm and we select the first child
generated for simulation without preference ordering.

We have evaluated several simulation strategies with vary-
ing amounts of domain-specific knowledge and cut-off depths.
However, consistently with [1], we found that shorter simu-
lations perform better. We achieved the best results when
using evaluation functions instead of simulation and back-
propagating the returned value in the MCTS tree.
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(a)

(b) (c)

Figure 1: The environment maps used for experimental eval-
uation. (a) full maze map used in [3]; (b) a detail of the
road-network map with agents visualized as the larger cir-
cles, the current set of possible positions of the evader as the
black circles, and the positions visible to the pursuer as the
white circles; (c) the complete road-network map.

Evaluation functions.
The experimental evaluation in [3] identifies the relaxed

lookahead heuristic (RLAp) as the most successful for the
pursuer. RLAp computes the mean number of positions
where the evader can be present after d steps of the game
(d = 10 in our experiments) and cannot be spotted under
any movement of the pursuers. The authors, however, do
not define any heuristics for the evader. They assume the
worst case behavior of the evader that knows the position
of the pursuers all the time in their experiments (E. Raboin
2011, pers. comm. 2 February). In this paper, we aim
to achieve realistic behavior of the evader as well. Hence
we define RLAe as the same heuristic computed from the
perspective of the evader, i.e., with certain evader’s position
and uncertain pursuer’s positions. We also use a modified
version of the evaluation function computed as a sum of the
objective value MS and RLA. For the case of evader, MS is
the mean of sum of possible positions set sizes of the evaders.

If the set of possible positions of a pursuer is too large
(e.g., all the currently unseen positions), it renders all the
strategies of the evader almost equally bad. The (paranoid)
evader always expects the pursuer to appear just in front
of it. Therefore in our implementations, the evader ignores
actions of any pursuer that can possibly be at more than a
certain number of positions (250 in our scenarios).

3. EXPERIMENTAL EVALUATION
In the experiments, two agents of the pursuer are track-

ing one evader. The implementation of each player uses only
one thread and its computation time is limited to one sec-
ond on Intel(R) i7 CPU @ 2.80GHz. Each scenario runs for
100 time steps and the results are mean of 100 runs. For
initial positions of the game, we follow [3]. We use random-
ized settings with the evader visible to at least one of the
pursuing agents, but far enough form the pursuers to make
the tracking difficult.

We use two maps in the experiments. The first is the
map from [3] for a fair comparison with the state-of-the-art

pursuers → MM(MS+RLA) MC(RLA)
evader ↓ NS↑ MS↓ ES↓ NS↑ MS↓ ES↓

Route-network Map
MM(MS+RLA) 56.5 89.1 146.3 58.1 88.2 132.8
MC(MS) 63.0 70.6 107.6 71.5 39.6 52.0

Maze Map
MM(MS+RLA) 58.5 60.3 111.0 56.3 67.0 120.0
MC(MS) 80.4 11.0 17.9 80.7 11.3 17.5

Figure 2: The best Monte-Carlo tree search and iterative
deepening minimax approaches. The pursuer maximizes and
the evader minimizes the measures marked by ↑.

algorithm. The topology of the map in form of 50x49 pixels
bitmap is presented in Figure 1a. White pixels represent
possible position of the agents, black pixels are obstacles
and agent can move to the up to four adjacent pixels in one
time step. Line-of-sight visibility with Euclidean distance
limitation of 10 pixels is assumed.

The second map is based on the topology of a small real-
world urban area. Figure 1b presents the overview of the
complete road network and Figure 1c is a detail from the
center of the map. The road network was discretized as
a graph with a node placed every 25 meters, creating 465
nodes. We assume symmetric visibility and the agents can
see each other if they are not further than 200 meters form
each other and there is no building in their line of sight.
An anytime solution is clearly needed with this map. The
information set search with fixed lookahead of 8 finishes in
less than one second in more than 50% of positions from
our experiments, but still takes more than 10 seconds in
approximately 3% of cases.

The results in Figure 2 demonstrate that both iterative
deepening minimax and MCTS can be used to create good
anytime algorithms for the pursuer. Each of them slightly
outperforms the other on one of the domains. This is not
true for the evader. The minimax-based player is much
stronger on the evader’s side in both domains. The main dif-
ference between the two players in the game is in the amount
of uncertainty about the world state and in the branching
factor. The decision nodes of the evader represent moves of
one player and the decision nodes of the evader represent
joint moves of two agents. Furthermore, the number of new
nodes that can be observed after a move is also larger for
the pursuer. This indicates that, as in perfect information
games, minimax-based approaches perform better on games
with smaller branching factors and MCTS on games with
larger branching factors.
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ABSTRACT
We introduce a novel framework for computing optimal ran-
domized security policies in networked domains which ex-
tends previous approaches in several ways. First, we extend
previous linear programming techniques for Stackelberg se-
curity games to incorporate benefits and costs of arbitrary
security configurations on individual assets. Second, we of-
fer a principled model of failure cascades that allows us to
capture both the direct and indirect value of assets, and
extend this model to capture uncertainty about the struc-
ture of the interdependency network. Third, we extend the
linear programming formulation to account for exogenous
(random) failures in addition to targeted attacks. Fourth,
we allow the attacker to choose among several capabilities
in attacking a target, and, in a limited way, allow the at-
tacker to attack multiple targets simultaneously. The goal
of our work is two-fold. First, we offer techniques to com-
pute optimal security strategies in realistic settings involving
interdependent security. Second, our computational frame-
work enables us to attain theoretical insights about security
on networks.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed artificial intel-
ligence—Intelligent agents

General Terms
Algorithms, Performance, Economics, Security

Keywords
Game theory, Security, Stackelberg Games, Networks
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1. INTRODUCTION
Game theoretic approaches to security have received much

attention in recent years. There have been numerous at-
tempts to distill various aspects of the problem into a model
that could be solved in closed form, particularly account-
ing for interdependencies of security decisions (e.g., [5, 2]).
Numerous others offer techniques based on mathematical
programming to solve actual instances of security problems.
One important such class of problems is network interdic-
tion [1], which models zero-sum encounters between an in-
terdictor, who attempts to destroy a portion of a network,
and a smuggler, whose goal typically involves some variant
of a network flow problem (for example, maximizing flow or
computing a shortest path).

Our point of departure is another class of optimization-
based approaches in security settings: Stackelberg security
games [6]. These are two-player games in which a defender
aims to protect a set of targets using a fixed set of limited
defense resources, while the attacker aims to assail a target
that maximizes his expected utility. A central assumption
in the literature on Stackelberg security games is that the
defender can commit to a probabilistic defense (equivalently,
the attacker observes the probabilities with which each tar-
get is covered by the defender, but not the actual defense
configuration).

Much of the work on Stackelberg security games focuses
on building fast, scalable algorithms, often in restricted set-
tings [4, 3]. One important such restriction is to assume
that targets exhibit independence: that is, the defender’s
utility only depends on which target is attacked and the se-
curity configuration at that target. Short of that restriction,
one must, in principle, consider all possible combinations
of security decisions jointly for all targets, making scalable
computation elusive. Many important settings, however, ex-
hibit interdependencies between potential targets of attack.
These may be explicit, as in IT and supply chain network
security, or implicit, as in defending critical infrastructure
(where, for example, successful delivery of transportation
services depends on a highly functional energy sector, and
vice versa), or in securing complex software systems (with
failures at some modules having potential to adversely af-
fect other modules). While in such settings the assump-
tion of independence seems superficially violated, we demon-
strate below that under realistic assumptions about the na-
ture of interdependencies, we can nevertheless leverage the
highly scalable optimization techniques which assume inde-
pendence.
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2. STACKELBERG SECURITY GAMES
A Stackelberg security game consists of two players, the

leader (defender) and the follower (attacker), and a set of
possible targets. The leader can decide upon a randomized
policy of defending the targets, possibly with limited defense
resources. The follower (attacker) is assumed to observe the
randomized policy of the leader, but not the realized defense
actions. Upon observing the leader’s strategy, the follower
chooses a target so as to maximize its expected utility.

In past work, Stackelberg security game formulations fo-
cused on defense policies that were costless, but resource
bounded. Specifically, it had been assumed that the de-
fender has K fixed resources available with which to cover
targets. Additionally, security decisions amounted to cov-
ering a set of targets, or not. While in numerous settings
to which such work has been applied (e.g., airport security,
federal air marshall scheduling) this formulation is very rea-
sonable, in other settings one may choose among many secu-
rity configurations for each valued asset, and, additionally,
security resources are only available at some cost. For ex-
ample, in cybersecurity, protecting computing nodes could
involve configuring anti-virus and/or firewall settings, with
stronger settings carrying a benefit of better protection, but
at a cost of added inconvenience, lost productivity, as well
as possible licensing costs. Indeed, costs on resources may
usefully take place of resource constraints, since such con-
straints are often not hard, but rather channel an implicit
cost of adding further resources.

3. A GENERAL MODEL OF INTERDEPEN-
DENCIES

Thus far, a key assumption has been that the utility of the
defender and the attacker for each target depends only on
the defense configuration for that target, as well as whether
it is attacked or not. In many domains, such as cyberse-
curity and supply chain security, assets are fundamentally
interdependent, with an attack on one target having poten-
tial consequences for others. In this section, we show how
to transform certain important classes of problems with in-
terdependent assets into a formulation in which targets be-
come effectively independent, for the purposes of our solu-
tion techniques.

Below we focus on the defender’s utilities; attacker is
treated identically. Let wt be an intrinsic worth of a target
to the defender, that is, how much loss the defender would
suffer if this target were to be compromised with no other
target affected (i.e., not accounting for indirect effects). In
doing so, we assume that these worths are independent for
different targets. Let s = {o1, . . . , on} be the security con-
figuration on all nodes. Assuming that the utility function is
additive in target-specific worths and the attacker can only
attack a single target, we can write it as

Ut(s) = E

[∑

t′
wt′1(t′ affected | s, t)

]
=
∑

t′
wt′zs,t′(t),

where 1(·) is an indicator function and zs,t′(t) is the marginal
probability that target t′ is affected when the attacker at-
tacks target t. From this expression, it is apparent that
in general, Ut(s) depends on defense configurations at all
targets, creating an intractable large space of configura-
tions over which the defender has to reason. We now make

the crucial assumption that enables fast computation of de-
fender policies by recovering inter-target independence.

Assumption 1. For all t and t′, zs,t′(t) = zot,t′(t).

In words, the probability that a target t′ is affected when
t is attacked only depends on the security configuration at
the attacked target t. Below, we use a shorthand o instead
of ot where t is clear from context.

A way to interpret our assumption is that once some tar-
get is compromised, the fault may spread to other assets in
spite of good protection policies. This assumption was oper-
ational in other work on interdependent security [5], where a
justification is through a story about airline baggage screen-
ing: baggage that is transferred between airlines is rarely
thoroughly screened, perhaps due to the expense. Thus,
even while an airline may have very strong screening poli-
cies, it is poorly protected from luggage entering its planes
via transfers. Cybersecurity has similar shortcomings: de-
fense is often focused on external threats, with little atten-
tion paid to threats coming from computers internal to the
network. Thus, once a computer on a network is compro-
mised, the attacker may find it much easier to compromise
others on the same network. The problem is exacerbated by
the use of common operating environments, since once an
exploit is found, it can often be reused to compromise other
computing resources on a common network.

Under the above assumption, we can write the defender
utility when t is attacked under security configuration o as,

Uo,t = zo,t(t)wt +
∑

t′ 6=t
zo,t′(t)wt′ .

By a similar argument and an analogous assumption for the
attacker’s utility, we thereby recover target independence re-
quired by the Stackelberg linear programming formulations.
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ABSTRACT
The present paper investigates repeated games with imper-
fect private monitoring, where each player privately receives
a noisy observation (signal) of the opponent’s action. Such
games have been paid considerable attention in the AI and
economics literature. Identifying pure strategy equilibria in
this class has been known as a hard open problem. Recently,
we showed that the theory of partially observable Markov
decision processes (POMDP) can be applied to identify a
class of equilibria where the equilibrium behavior can be de-
scribed by a finite state automaton (FSA). However, they
did not provide a practical method or a program to apply
their general idea to actual problems. We first develop a pro-
gram that acts as a wrapper of a standard POMDP solver,
which takes a description of a repeated game with private
monitoring and an FSA as inputs, and automatically checks
whether the FSA constitutes a symmetric equilibrium. We
apply our program to repeated Prisoner’s dilemma and find
a novel class of FSA, which we call k-period mutual punish-
ment (k-MP). The k-MP starts with cooperation and defects
after observing a defection. It restores cooperation after ob-
serving defections k-times in a row. Our program enables
us to exhaustively search for all FSAs with at most three
states, and we found that 2-MP beats all the other pure
strategy equilibria with at most three states for some range
of parameter values and it is more efficient in an equilibrium
than the grim-trigger.

Categories and Subject Descriptors
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ligence—Multi-agent systems; J.4 [Social and Behavioral
Sciences]: Economics
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Algorithms, Economics, Theory
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1. INTRODUCTION
We consider repeated games with imperfect private moni-

toring, where each player privately receives a noisy observa-
tion (signal) of the opponent’s action. This class of games
represents long-term relationships among players and has
a wide range of applications, e.g., secret price cutting and
agent planning under uncertainty. Therefore, it has been
paid considerable attention in the AI and economics liter-
ature. In particular, for the AI community, the framework
has become increasingly important for handling noisy envi-
ronments. In fact, Tennenholtz and Zohar consider repeated
congestion games where an agent has limited capability in
monitoring the actions of her counterparts [5].

Analytical studies on this class of games have not been
quite successful. The difficulty comes from the fact that
players do not share common information under private mon-
itoring, and finding pure strategy equilibria in such games
has been known as a hard open problem [4]. Under private
monitoring, each player cannot observe the opponents’ pri-
vate signals, and he or she has to draw statistical inferences
about the history of the opponents’ private signals. The in-
ferences quickly become very complicated over time, even if
players adopt relatively simple strategies [1]. As a result,
finding a profile of strategies which are mutual best replies
after any history, i.e., finding an equilibrium, is a quite de-
manding task.

Quite recently, we show that the theory of the partially
observable Markov decision process (POMDP) can be used
to identify equilibria, when equilibrium behavior is described
by a finite state automaton (FSA) [2]. This result is signifi-
cant since it implies that by utilizing a POMDP solver, we
can systematically determine whether a given profile of finite
state automata can constitute an equilibrium. Furthermore,
this result is interesting since it connects two popular areas
in AI and multi-agent systems, namely, POMDP and game
theory.

We first develop a program that acts as a wrapper of
a standard POMDP solver. Furthermore, as a case study
to confirm the usability of this program, we identify equi-
libria in an infinitely repeated prisoner’s dilemma game,
where each player privately receives a noisy signal about
each other’s actions.

2. REPEATED GAMES WITH PRIVATE MON-
ITORING AND FSA

A finite state automaton (FSA) is a popular approach for
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compactly representing the behavior of a player in repeated
games. We focus on a symmetric pure finite state equilib-
rium (SPFSE), which is a pure strategy sequential equilib-
rium of a repeated game with private monitoring, where
each player’s behavior on the equilibrium path is given by
an FSA. A sequential equilibrium is a refinement of Nash
equilibrium for dynamic games of imperfect information.

We apply the POMDP technique to the prisoner’s dilemma
model analyzed by [2]. The stage game payoff is given as fol-
lows.

a2 = C a2 = D
a1 = C 1, 1 −y, 1 + x
a1 = D 1 + x, −y 0, 0

Each player’s private signal is ωi ∈ {g, b} (good or bad),
which is a noisy observation of the opponent’s action. For
example, when the opponent chooses C, player i is more
likely to receive the correct signal ωi = g, but sometimes
an observation error provides a wrong signal ωi = b. Let us
introduce the joint distribution of private signals o(ω | a)
for the prisoner’s dilemma model. When the action profile
is (C, C), the joint distribution is given as follows (when the
action profile is (D, D), p and s are exchanged).

w2 = g w2 = b
w1 = g p q
w1 = b r s

Similarly, when the action profile is (C, D), the joint distri-
bution of private signals is given as follows (when the action
profile is (D, C), v and u are exchanged).

w2 = g w2 = b
w1 = g t u
w1 = b v w

These joint distributions of private signals require only the
constraints of p + q + r + s = 1 and t + u + v + w = 1.

We define a monitoring structure that is nearly-perfect.
We say monitoring is nearly-perfect if each player is always
likely to perfectly observe the opponent’s action in each pe-
riod, i.e., p = v, q = r = t = w, and s = u = 1 − p − 2q,
where p is much larger than q or s. Although the monitoring
structure is quite natural, systematically finding equilibria
in such structure has not been possible without utilizing a
POMDP solver. Alternatively, we say monitoring is almost-
public if players are always likely to get the same signal
(after (C, D), for example, players are likely to get (g, g) or
(b, b)), i.e., p + s = t + w ≈ 1 and q = r = u = v ≈ 0.

Let us summarize the existing FSAs. First, grim-trigger
(GT) is a well-known FSA under which a player first co-
operates, but as soon as she observes defection, she defects
forever. GT can often constitute an equilibrium. Second,
tit-for-tat (TFT) is another well-known FSA in Fig. 1. It is
well known that TFT does not prescribe mutual best replies
after a deviation (hence it is not a subgame perfect Nash
equilibrium (SPNE)). This problem does not arise under
almost-public monitoring. Finally, 1-period mutual punish-
ment (1-MP) in Fig. 2 is known as Pavlov [3]. According to
this FSA, a player first cooperates. If her opponent defects,
she also defects, but after one period of mutual defection,
she returns to cooperation. It is well-known that Pavlov
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can constitute an SPNE under perfect monitoring. How-
ever, this has not been investigated well in the setting of
private monitoring.

3. K-PERIOD MUTUAL PUNISHMENT
Let us first consider 1-MP. We can see that after one obser-

vation error occurs, players can quickly return to the mutual
cooperation state RR. The expected probability (in the in-
variant distribution) that players are in state RR is about
p − 2q. Unfortunately, 1-MP does not constitute an SPFSE
in our parameterization, since it is too forgiving.

Therefore we generalize the idea of 1-MP to k-period mu-
tual punishment (k-MP). Under this FSA, a player first co-
operates. If her opponent defects, she also defects, but after
k consecutive periods of mutual defection, she returns to co-
operation. Figure 3 shows the FSAs of 2-MP. 2-MP is less
forgiving than 1-MP, since it cooperates approximately once
in every three periods to the opponent who always defects.
By increasing k, we can make this strategy less forgiving.
When k = ∞, this strategy becomes equivalent to GT.

Although it is somewhat counter-intuitive, requiring such
mutual defection periods is beneficial in establishing a ro-
bust coordination among players under nearly-perfect mon-
itoring. In contrast, under almost-public monitoring, TFT
can better coordinate players’ behavior; TFT can be an equi-
librium, while k-MP is not. In both cases, GT can be an
equilibrium. Accordingly, our program helps us to gain im-
portant insights into the way players coordinate their be-
havior under different private monitoring structures.

Furthermore, we exhaustively search for small-sized FSAs
that can constitute an equilibrium under nearly-perfect mon-
itoring. We enumerate all possible FSAs with at most three
states, i.e., 5832 FSAs, which is obtained from the numbers
of actions, signals, and states, and check whether they con-
stitute an SPFSE. We found that only eleven FSAs (after
removing equivalent ones) could be an SPFSE in a reason-
ably wide range of signal parameters. In addition, among
them, 2-MP is the only FSA that is more efficient than GT.
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ABSTRACT
Defender-Attacker Stackelberg games are the foundations of tools
deployed for computing optimal patrolling strategies in adversar-
ial domains such as the United states Federal Air Marshals Service
and the United States Coast Guard, among others. In Stackelberg
game models of these systems the attacker knows only the proba-
bility that each target is covered by the defender, but is oblivious to
the detailed timing of the coverage schedule. In many real-world
situations, however, the attacker can observe the current location of
the defender and can exploit this knowledge to reason about the
defender’s future moves. We study Stackelberg security games
in which the defender sequentially moves between targets, with
moves constrained by an exogenously specified graph, while the at-
tacker can observe the defender’s current location and his (stochas-
tic) policy concerning future moves.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed artificial intelligence—
Intelligent agents

General Terms
Algorithms, Performance, Economics, Security

Keywords
Game theory, Security, Stackelberg Games, Patrolling, MDP

1. INTRODUCTION
Game theoretic approaches to security based on Stackelberg game

models have received much attention in recent years, with several
finding deployment in real-world settings including LAX (Los An-
geles International Airport), FAMS (United States Federal Air Mar-
shals Service), TSA (United States Transportation Security Agency),
and USCG (United States Coast Guard) [8, 3]. At the backbone
of these applications are defender-attacker Stackelberg games in
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Corporation, a wholly owned subsidiary of Lockheed Martin Cor-
poration, for the U.S. Department of Energy’s National Nuclear
Security Administration under contract DE-AC04-94AL85000.
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which the defender first commits to a randomized security policy,
and the attacker uses surveillance to learn about the policy before
attacking. The analysis of Stackelberg security games has focused
primarily on computing Strong Stackelberg equilibrium (SSE), i.e.,
the optimal strategy for the defender [7, 9].

To date, the Stackelberg game models for all real-world secu-
rity applications assume that attacker knows the probability that
each target is covered by the defender, but is oblivious to the ac-
tual sequence of defender moves. For example, the defender may
in fact visit targets according to some fixed (but randomly gener-
ated) patrolling schedule, but the attacker is presumed to be unable
to observe the defender’s location at any point during the patrol. In
many realistic settings, such as USCG [3], it is likely that the at-
tacker can in fact observe the patrol while it is in progress (e.g., the
coast guard ships can be quite overt). Thus, one potentially more
plausible model in such a setting would allow the attacker to ob-
serve both the randomized policy of the defender (i.e., probability
distribution over moves) as well as current defender location. We
formally model this setting as an adversarial patrolling game, or
APG.

2. RELATED WORK
Some of the earliest work on adversarial patrolling settings was

done in the context of robotic patrols, but involved a comparatively
simpler defense decision space (for example, with a set of robots
moving around a perimeter, and a single parameter governing the
probability that they move forward or back) [1, 2].

More recent work by Basilico et al. [5, 4, 6] studied general-
sum patrolling games in which they assumed that the attacker is in-
finitely patient, but the execution of an attack can take an arbitrary
number of time steps. However, the resulting formulations rely
fundamentally on the assumption that both players are infinitely
patient, and cannot be easily generalized to handle an impatient at-
tacker. Moreover, Basilico et al. only consider a restricted attacker
strategy space, and, additionally, their formulation may involve ex-
traneous constraints which result in suboptimal solutions.

3. ADVERSARIAL PATROLLING
Formally, an adversarial patrolling game (APG) can be described

by the tuple {T,Ucd(i), Uud (i), Uca(i), Uua (i), δ, G}, where T is the
set of n targets patrolled by the defender, Ucd(i) and Uud (i) are the
utilities to the defender if an attacker chooses a target i ∈ T when
it is patrolled and not, respectively, while Uca(i) and Uua (i) are the
corresponding attacker utilities, δ ∈ (0, 1) is the discount factor
(in some cases, we also allow δ = 1), and G = (T,E) is a graph
with targets as vertices andE the set of directed edges constraining
defender patrolling moves between targets. It is useful to consider
the representation of this graph as an adjacency matrix A, where
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Aij = 1 if and only if there is an edge from target i to target j. Be-
low we consider a zero-sum game setting, where Ucd(i) = −Uca(i)
and Uud (i) = −Uua (i).

The game proceeds in a (possibly infinite) sequence of steps
in which the defender moves between targets (subject to the con-
straints imposed by G), while the attacker chooses the time and
target of attack. The defender’s (stochastic) patrolling policy is a
schedule π which can in general be an arbitrary function from all
observed history (i.e., the sequence of targets patrolled in the past)
to a probability distribution over the targets patrolled in the next
iteration. The attacker is presumed to know the defender’s policy
π at the time of decision. At each time step t the attacker observes
the defender’s current location i and may choose to wait or to at-
tack an arbitrary target j ∈ T . If an attacker waits, he receives
no immediate utility, while attacking a target j gains the attacker
Uca(i) if it is covered by the defender at time t + 1 and Uua (i) if it
is not. We denote the attacker’s policy by a. We say that a policy
(π or a) is Markovian if it only depends on the current location of
the defender, and we call it stationary Markovian if it additionally
has no dependence on time.

EXAMPLE 1. USCG’s Patrolling Problem as an APG: USCG
safeguards important infrastructure at US coasts, ports, and in-
land waterway. Given a particular port and a variety of critical
infrastructure that an adversary may choose to attack, USCG con-
ducts patrols to detect an adversary and protect this infrastructure.
However, while the adversary has the opportunity to observe pa-
trol patterns, limited security resources imply that USCG patrols
cannot be at every location at all times [3]. In the APG frame-
work, USCG is the defender, while a terrorist group (for example)
is an attacker who can conduct surveillance and can both observe
the current location of patrols and obtain a good estimate of the
stochastic patrolling policy deployed.

3.1 APG as a Stochastic Game
The adversarial patrolling game can be formulated as a stochas-

tic game. A stochastic game is defined by a set of states, a set of
players, each taking actions from a finite collection, transition prob-
abilities between states which depend on joint player actions, and,
finally, utility (reward) functions of players determined by current
state and actions jointly selected by the players.

In our setting, states correspond to the set of targets T , as well as
an absorbing state s. Defender actions in each state are the targets
j that he can move to in a single time step, while attacker actions
are to wait or to attack (for the moment, we will assume that we can
compute expected utilities when attacker chooses to attack; we deal
with the issue of which targets are attacked below). The state transi-
tions are actually deterministic, conditional on player actions: if the
attacker chooses to attack, the system always transitions to the ab-
sorbing state s; otherwise, the next target is completely determined
by the defender’s action. Finally, if the attacker waits, our baseline
model involves zero reward accruing to both players. Letting Ri
denote the expected utility to attacker of attacking in state i; the de-
fender’s utility in the zero-sum model is then −Ri. The stochastic
game has an infinite horizon, and in our model the attacker’s dis-
count factor is δ. Figure 1 offers a schematic illustration of APG
as a stochastic game. Since it’s a zero-sum game, the defender will
aim to minimizes the expected attacker utility (starting from state
0, as we had assumed).
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Figure 1: Schematic illustration of APG as a stochastic game,
showing example targets-states i and j, as well the absorbing
state s. pij(·) denotes the transition probability, as a function
of the probability πij that the defender moves from i to j and
whether or not the attacker chooses “wait” or “attack”. Note
that if the attacker attacks, the stochastic game transitions to
the absorbing state with probability 1, independent of πij .
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ABSTRACT
Consensus Games (CGs) are a novel approach to modelling
coalition formation in multi-agent systems inspired by thresh-
old models in sociology. In a CG, each agent’s degree of
commitment to the coalitions in which it may participate
is expressed as a quorum function. Agents are willing to
form a coalition only if a quorum consensus can be achieved
amongst all agents of the coalition.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artifi-
cial Intelligence Coherence and coordination

General Terms
Algorithms, Theory

Keywords
Multi-agent, Consensus, Threshold, Coalition Formation

1. INTRODUCTION
Coalition formation has traditionally been modelled us-

ing game theoretic techniques. Such models often neces-
sitate strong economic assumptions, including that utility
is transferable, and that coalitional valuations are known
and can be fairly distributed. The multi-agent community
in particular have investigated coalition formation in situa-
tions where these assumptions cannot easily be applied, for
example, [1, 7]. A common assumption in this work is that
all member-agents must somehow ‘agree’; in other words, for
a coalition to form it is necessary that there is a consensus
among the members of the coalition regarding its formation.

In this extended abstract we propose consensus games
(CGs), a novel model of consensual coalition formation for
multi-agent systems inspired by threshold models in sociol-
ogy. Threshold models have been used to describe a variety
of social phenomena. For example, [3] presents a model in
which n individuals face a binary decision, e.g., regarding
whether to participate in a riot. Each individual has an id-
iosyncratic threshold representing the minimum proportion
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of others which must participate in order that the given in-
dividual will also participate. It is shown that the number
of agents that ultimately decide to participate, e.g., number
of agents that decide to riot, is critically dependent on the
distribution of thresholds. Similar models have been used to
investigate segregation in urban housing [6], and the adop-
tion of consumer trends [4].

We extend the model proposed in [3] beyond binary choice
decisions to the more general problem of coalition formation.
For each coalition of which it may be a member, each agent
has a threshold representing the proportion of agents that
must support the formation of the coalition in order that the
agent will also support the formation of the coalition. We
focus on the special case of consensus: there is consensus
about the formation of a particular coalition only where all
agents support the formation of the coalition.

2. CONSENSUS GAMES

Definition 1. A consensus game (CG) is a tuple Γ =
〈G, q〉 where:

G is a finite set of agents, {1, . . . , n}, n ≥ 2.

q is a quorum function. q : G × 2G → [0, 1] is a partial
function which takes an agent i ∈ G and a coalition H ⊆
G where i ∈ H, and returns a number in the interval
[0, 1].

For each coalition of which it may be a member, the value of
the quorum function indicates the agent’s ‘degree of support’
for the formation of that coalition. For an agent i ∈ H ⊆ G
the quorum function q(i,H) gives the minimum proportion
of agents in H that must support the formation of the coali-
tion H in order that i will support the formation of H.
Where q(i,H) = 0 agent i unconditionally supports the for-

mation of the coalition H, where 0 < q(i,H) ≤ |H|−1
|H| i con-

ditionally supports the formation of the coalition H; where
|H|−1
|H| < q(i,H) ≤ 1 i does not support the formation of the

coalition H. We use the abbreviation q#(i,H) to denote
the number of other agents in H that must support H in
order for i to support H. Formally, q#(i,H) is the minimal
natural number k such that q(i,H) ≤ k/|H|. We will denote
by nk(H) the number of agents i ∈ H with q#(i,H) = k.

3. STRONG CONSENSUS
A key solution concept for CGs is the strong consensus

coalition. A strong consensus coalition H is a coalition
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where for each agent i ∈ H the quorum threshold q(i,H)
is satisfied in the sense that H contains at least q# other
agents with strictly lower q# values.

Definition 2. A coalition H is a strong consensus coali-
tion if the following conditions hold:

• n0(H) 6= 0

• if nk(H) 6= 0, then Σj<knj(H) ≥ k

Note that the definition implies that if H is a strong con-
sensus coalition, then n|H|(H) = 0.

Consider the following example.

Example 1. Alice (A) and Bob (B) are considering whether
to get married. Bob, tired of bachelorhood, is keen to be
married. Alice is not opposed to marrying Bob provided that
Bob also wants to marry her, otherwise Alice will happily
continue to be single. Alice’s and Bob’s positions can be
formalised as the consensus game Γ = 〈G, q〉 where:

G = {A,B}

q(i,H) =

8>>><>>>:
0 if i = B and H = {A,B}
0.5 if i = A and H = {A,B}
1 if i = B and H = {B}
0 if i = A and H = {A}

In the example, Bob unconditionally supports the forma-
tion of the grand coalition (of all agents); Alice condition-
ally supports formation of this coalition provided that one
other agent (Bob) also supports its formation. Alice also
unconditionally supports formation of the singleton coali-
tion {A}, whereas Bob does not support formation of the
singleton coalition {B}. The grand coalition in this example
is a strong consensus coalition.

We now show that there is an alternative definition of a
strong consensus coalition as a fixed point of a function that
intuitively corresponds to agents indicating their support for
a coalition.

Consider the function fH : 2G → 2G defined relative to
H ⊆ G:

i ∈ fH(Q) iff i ∈ H and |Q ∩H \ {i}| ≥ q(i,H)× |H|
This function takes as its input a set Q ⊆ G and returns the
set of agents in H whose quorum thresholds are satisfied by
the membership of Q ∩ H. If Q = ∅, fH will contain only
the agents i with q(i,H) = 0, if Q is the set of agents which
have unconditional support for H, then fH(Q) will contain
the agents i with q#(i,H) ≤ |Q|, and so on.

A coalition H is a strong consensus coalition if and only if
it is the least fixed point of fH . First we need the following
auxiliary result:

Proposition 1. The function fH is guaranteed to pos-
sess at least one fixed point.

We omit the proof due to lack of space.
The least fixed point of fH can be established by recursive

calls to the function starting with the empty set of agents as
an argument. We refer to each invocation of fH as a round.
If H can achieve strong consensus, then it will be achieved
in at most |H| rounds.

We can now show that:

Theorem 1. H is a strong consensus coalition if and
only if it is the least fixed point of fH .

We omit the proof due to lack of space.
In characterising the computational complexity of CGs, a

natural decision problem is given a CG Γ = 〈G, q〉 and a
coalition H ⊆ G, can H reach strong consensus? Algorithm
1, which runs in time linear in the number of agents, can be
used to determine if H is the least fixed point of fH .

Algorithm 1 Can H reach strong consensus.

function SCC(q,H)
array support[|H|+ 1]← {0, . . . , 0}
for all i ∈ H do

k ← dq(i,H)× |H|e
support[k]← support[k] + 1

s← support[0]
for k from 1 to |H| do

if k ≤ s then
s← s+ support[k]

else
return false

return true

4. DISCUSSION
The key idea of CGs is that agents’ choices are conditioned

by the number of other agents also making the same choice.
This has some similarities with anonymous games [2], in
which the individual utility of participation in a coalition can
be dependant on factors including the size of the coalition,
and with imitation games [5], in which an agent’s behaviour
may influence that of other agents.

CGs as presented here treat the problem of coalition for-
mation in an abstract sense. It is often the case that coali-
tion formation in multi-agent systems is directed toward the
achievement of the agents’ goals. It would therefore be inter-
esting to extend the model of CGs to include representations
of collective action and heterogeneous goals.
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ABSTRACT
We consider classes of hedonic games in which each player’s
preferences over coalition structures are induced by the best
player (B- and B-hedonic games) or the worst player (W-
and W-hedonic games) in his coalition. For these classes,
which allow for concise representation, we analyze the com-
putational complexity of deciding the existence of and com-
puting individually stable, Nash stable, and individually ra-
tional and contractually individually stable coalition parti-
tions. We identify a key source of intractability in compact
coalition formation games in which preferences over players
are extended to preferences over coalitions.

Categories and Subject Descriptors
F.2 [Theory of Computation]: Analysis of Algorithms
and Problem Complexity; J.4 [Computer Applications]:
Social and Behavioral Sciences - Economics

General Terms
Economics, Theory and Algorithms

Keywords
Game theory (cooperative and non-cooperative)

1. HEDONIC GAMES
Coalition formation games, as introduced by Drèze and

Greenberg [5], provide a simple but versatile formal model
for modeling and analyzing how agents join in groups. In
many situations it is natural to assume that a player’s appre-
ciation of a coalition structure only depends on the coalition
he is a member of and not on how the remaining players are
grouped. Much of the work on coalition formation concen-
trates on these so-called hedonic games.

Formally, a hedonic game is a pair (N,%), where N is
a set of players and %= (%1, . . . ,%|N|) a profile specifying
the preferences of each player i as a transitive and complete
relation %i over the set Ni = {S ⊆ N | i ∈ S} of coalitions i
may belong to. If %i is also anti-symmetric we say that i’s
preferences are strict. A coalition S ∈ Ni is acceptable to i
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if i prefers S to being alone, i.e., S%i {i} and unacceptable,
otherwise.

As the set of coalitions a player may be member of grows
exponentially in the number of players, for hedonic games
concise representations do not exist in general. However,
concise representations are possible if we assume the players
to have preferences over the players in N and that their
appreciation of a coalition S systematically depends on their
most or least preferred players in S. We distinguish four such
classes of hedonic games: B-hedonic games [2, 4], B-hedonic
games, W-hedonic games [3, 4], and W -hedonic games.

As no confusion is likely, we also use %i to denote player i’s
preferences over N . For J a subset of players, we denote by
maxi(J) and mini(J) the sets of players that are most, re-
spectively, least preferred by i in J , on the understanding
that maxi(∅) = mini(∅) = {i}. With a slight abuse of nota-
tion we write maxi(S) %i maxi(T ) (mini(S) %i mini(T )) if
s %i t for all s ∈ maxi(S) and all t ∈ maxi(T ) (s ∈ mini(S)
and all t ∈ mini(T ), respectively). Moreover, player j is said
to be acceptable to i if j %i i, and unacceptable otherwise.

In a B-hedonic game, the preferences %i of a player i over
players extend to preferences over coalitions in such a way
that S%i T if and only if either (a) some j in T is unaccept-
able to i or (b) all players in S and T are acceptable to i and
maxi(S\{i}) %i maxi(T \{i}). Analogously, in a W-hedonic
game we have that S%i T if and only if either (a) some j
in T is unacceptable to i or (b) all players in S and T are ac-
ceptable to i and mini(S \{i}) %i mini(T \{i}). For hedonic
games with W-preferences (or W-hedonic games) are such
that S%i T if and only if mini(S \ {i}) %i mini(T \ {i}).
Finally, hedonic games with B-preferences (or B-hedonic
games) are defined such that S �i T if and only if (a)
maxi(S \ {i}) �i maxi(T \ {i}) or (b) both maxi(S \ {i}) ∼i
maxi(T \ {i}) and |S| < |T |.1

A solution of a hedonic game is a partition of the players
in coalitions. In this respect, the main focus has been on so-
lutions that capture a notion of stability. Thus, a partition π
is said to be Nash stable (NS) if no player can benefit from
moving to another (possibly empty) coalition in π. Parti-
tion π is individually stable (IS) if no player can benefit from
moving to another (possibly empty) coalition T in π without
making the members of T worse off. Finally, π is contrac-
tually individually stable (CIS) if no player would strictly
prefer to move from his coalition S to another existing (pos-

1W- and B-hedonic games were originally introduced by
Cechlárová and Romero-Medina [4]. For B-hedonic games
the dependence on coalition size prevents the grand coali-
tion N to be trivially the most preferred one by all players.
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sibly empty) coalition T in π without making neither the
members of S nor the members of T worse off. It is easily
seen that Nash stability implies individual stability and that
individual stability implies contractual individual stability.
Another, minimal, requirement, automatically satisfied by
NS and IS partitions, is that a partition is individually ra-
tional (IR), i.e., that it assigns each player to a coalition
that is acceptable to him.

We analyze the computational complexity of deciding the
existence of and computing IS, NS, and CIS & IR partitions
in B-, B-, W-, and W-hedonic games.

2. RESULTS
We first note that W-hedonic games are equivalent to he-

donic games with W-preferences if only individually ratio-
nal outcomes are considered. For both W- and B-hedonic
games, if preferences do not allow unacceptable players, then
the partition consisting of the grand coalition is Nash stable
and therefore individually stable. However, if unacceptabil-
ity of players is expressed, we obtain relatively more negative
results. Our hardness results are by reductions from Sat and
rely on the idea of a so-called stalker game. The simplest
example is the hedonic game (N,%) where N = {1, 2} and
{1} �1 {1, 2} and {1, 2} �2 {2}. Then, player 2 will stalk
player 1 and the game has no NS partition.

Theorem 1. For W-hedonic and B-hedonic games, de-
ciding whether a NS partition exists is NP-complete.

Proof (sketch). By a reduction from Sat. Let ϕ =
X1 ∧ · · · ∧ Xk be a Boolean formula in conjunctive normal
form in which all and only the Boolean variables p1, . . . , pm
occur. Now define the B-hedonic game (N,%), where N =
{X1, . . . , Xk} ∪ {p1,¬p1, . . . , pm,¬pm} ∪ {0, 1}.

Define the preferences % such that for each literal p or ¬p,
and each clause X = (x1 ∨ · · · ∨ x`),

p : (0, 1, , p ‖¬p,X1, . . . , Xk)

¬p : (0, 1, ,¬p ‖ p,X1, . . . , Xk)

X : (1, | X1, . . . , Xk ‖ 0, x1, . . . , x`)

0 : ( , 0 ‖ 1, X1, . . . , Xk)

1 : ( , 1 ‖ 0, X1, . . . , Xk),

where “ ” stands for the players not explicitly men-
tioned in the list, “ | ” for �i, commas for ∼i, and the players
to the right of “ ‖ ” are unacceptable.

To prove that ϕ is satisfiable if and only if an NS
partition for (N,%) exists, first assume that there ex-
ists a valuation v that satisfies ϕ. Define the partition
π = {{1, x′1, . . . , x′`′}, {0, x′′1 , . . . , x′′`′′}, {X1, . . . , Xk}} where
x′1, . . . , x

′
`′ are the literals rendered true by v and x′′1 , . . . , x

′′
`′′

are those that are rendered false. It can easily be verified
that π is NS-stable.

For the opposite direction, assume that there is a NS par-
tition π. Then, for each clause X = (x1 ∨ · · · ∨ x`) there is
some literal x ∈ {x1∨· · ·∨x`)} that is in π in the same coali-
tion as 1; if not, X would become the stalker of 1. One can
show that setting to true all the literals that are in the same
coalition as 1 results in an assignment that satisfies ϕ.

The reduction in the proof of Theorem 1 is the prototype
for more complicated reductions used to establish the results
on NP-completeness in Table 1. These results involve an
extended concept of a stalker game.

class preferences NS IS CIS & IR

B general ? in P∗ in P∗

B strict in P in P∗ in P∗

B general NPC NPC in P∗

B strict NPC NPC in P∗

W/W general NPC NPC in P∗

W/W strict NPC ? in P∗

Table 1: Complexity of individual-based stability.
The positive results even hold for computing sta-
ble partitions whereas the NP-completeness results
even hold for checking the existence of a stable par-
tition. An asterisk indicates that a stable partition
is guaranteed to exist.

Example 1 (Extended stalker game). Let N =
{0, . . . , 4} and, assuming arithmetic modulo 5, the prefer-
ences over N of each player i be given by:

i+ 1 �i i− 1 �i i �i · · ·
Then, in the B-, W- and W-hedonic games induced by these
preferences each player i stalks player i + 1, joining him in
any coalition whenever i + 1 is alone. Consequently, no IS
partition exists.

We also obtain some positive results. Firstly, a CIS and
IR partition can be computed in polynomial time for all
classes of games considered by starting with the individu-
ally rational partition of singletons and allowing arbitrary
CIS deviations. For B-hedonic games, in which a coalition
is unacceptable only if all other players are unacceptable,
positive results are even easier to obtain. In particular, we
show that for B-hedonic games, an IS partition is guaranteed
to exist and can be computed in polynomial time.

Our results are summarized in Table 1 (for details and
proofs, please see [1]). We obtain a general insight that
in hedonic games based on extensions of preferences over
players to preferences over coalitions, the following property
can lead to intractability: the presence of an unacceptable
player rendering a coalition unacceptable.2
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[5] J. H. Drèze and J. Greenberg. Hedonic coalitions: Op-
timality and stability. Econometrica, 48(4):987–1003,
1980.

2This work is supported by the Deutsche Forschungsge-
meinschaft under grants BR 2312/10-1, BR 2312/3-3, and
BR 2312/9-1.

1312



Influence and aggregation of preferences over
combinatorial domains

(Extended Abstract)
Nicolas Maudet

LIP6, UPMC
Paris, France

nicolas.maudet@lip6.fr

Maria Silvia Pini
Univ. of Padova, Italy

mpini@math.unipd.it

Francesca Rossi
Univ. of Padova, Italy

frossi@math.unipd.it

Kristen Brent Venable
Univ. of Padova, Italy

kvenable@math.unipd.it

ABSTRACT
In a multi-agent context where a set of agents declares their
preferences over a common set of candidates, it is often the
case that agents may influence each others. Recent work
has modelled the influence phenomenon in the case of voting
over a single issue. Here we generalize this model to account
for preferences over combinatorially structured domains in-
cluding several issues. When agents express their prefer-
ences as CP-nets, we show how to model influence functions
and how to aggregate preferences by interleaving voting and
influence convergence.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Theory, Algorithms

Keywords
Preference aggregation, influence, combinatorial domains

1. INTRODUCTION
Often a set of agents needs to select a common decision

from a set of possible decisions, over which they express
their preferences, and such a decision set has a combinato-
rial structure. That is, it can be seen as the combination
of certain issues, where each issue has a set of possible in-
stances. Consider for example a car: usually it is not seen
as a single item, but as a combination of features, such as
its engine, its shape, its color, and its cost. Each of these
features has some possible instances, and a car is the com-
bination of such feature instances. If a family needs to buy
a new car, each family member may have his own opinion
about each feature of a car, and the task is to choose the
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car that best fits the preferences of everybody. But suppose
the mother knows well the CO2 emissions of the different
cars: her preference regarding the engine may affect the one
of his son who is concerned by the carbon footprint. In
other words, agents may influence each other, leading their
preferences to be modified accordingly.

The concept of influence has been widely studied in psy-
chology, economics, sociology, and mathematics. Recent
work has modelled the influence phenomenon in the case
of taking a decision over a single binary issue [2]. Under
this iterative model of influence, we may pass from state to
state until stability holds, or we may also not converge.

Here we generalize this model to account for preferences
over combinatorially structured domains including several
issues. Complex influence statements may be represented,
e.g. influences which depend on the context (“if my daughter
prefers the yellow color for the car, I will follow her; other-
wise I will stick to my inclinations”) or which may involve
different features of different agents (“If my wife and my son
prefer the small car, then I would prefer the green color”).

Usually preferences over combinatorially structured do-
mains are expressed compactly, otherwise too much space
would be needed to rank all possible alternatives. CP-nets
are a successful framework that allows one to do this [1].
They exploit the independence among some features to give
conditional preferences over small subsets of them. CP-nets
have already been considered in a multi-agent setting [5, 4].
Here we incorporate influences among agents.

2. MODELLING PREFERENCES AND IN-
FLUENCES

We assume each agent expresses its preferences over the
candidates via an acyclic CP-net [1]. CP-nets are sets of con-
ditional preference statements (cp-statements) each stating
a total order over the values of a variable (say X), possibly
depending on each combination of values of a set of other
variables (say X1, . . . , Xn). X is said the dependent vari-
able and X1, . . . , Xn are the parents of X. Acyclic CP-nets
are CP-nets where the dependency graph (with arcs from
parents to dependent variables) does not have cycles.

We also assume that the dependency graphs of such CP-
nets must all be compatible with a linear order O over the
features: for each voter, the preference over a feature is in-
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dependent of features following it in O (O-legality in [3]).
A profile models the initial inclination of all agents (their
opinions over the candidates before they are influenced) as
a collection of n such acyclic CP-nets over the m features.

To model influences, we use conditional influence state-
ments. A conditional influence statement (ci-statement) on
variable X has the form O(X1), . . . , O(Xk) :: o(X), where
o(Y ) is an ordering over the values of variable Y , for Y ∈
{X1, . . . , Xn, X}. Variables X1, . . . Xk are the influencing
variables and variable X is the influenced variable.

A ci-table is a collection of ci-statements with the same
influencing and influenced variables, and containing at most
one ci-statement for each ordering of the influencing vari-
ables. An I-profile is a triple (P,O, S), where P is a profile,
O is an ordering over the m features of the profile, and S is a
set of ci-tables. We assume that the ci-tables of an I-profile
must be such that each variable can be influenced only by
variables in her level or in earlier levels, but not in the same
ci-statement. Thus, ci-arcs in an I-profile can create cycles
only within variables of the same level.

Example 1. There are three agents (thus three CP-nets,
all compatible with the ordering X � Y ), and two binary fea-
tures: X and Y , with values, respectively, x and x, and y and
y. The I-profile has six variables denoted by X1, X2, X3, Y1,
Y2, and Y3. Each variable Xi (resp., Yi), with i ∈ {1, 2, 3},
has two values denoted by xi and xi (resp., yi and yi). Note
that cp-statements are denoted by single-line arrows while
ci-statements are denoted by doubled-line arrows. As it can
be seen, agent 3 is influenced on feature X by agent 2.

x1 x1 � x1 x2 x2 � x2 x3 x3 � x3

x2 :: x3 � x3
x2 :: x3 � x3

y1
x1 : y1 � y1
x1 : y1 � y1

y2
x2 : y2 � y2
x2 : y2 � y2

y3
x3 : y3 � y3
x3 : y3 � y3

There is a very useful relationship between ci-statements
and cp-statements:

Theorem 1. Given an influence function f , consider the
set of cp-statements N corresponding the ci-statements ci(f).
Then the undominated outcomes of N coincide with the sta-
ble states of f .

While this result allows for a very simple integration of ci-
and cp-statements in the same profile, it is important to still
distinguish between the initial inclinations (cp-statements)
and the influences (ci-statements). In fact, influences modify
the initial inclination by overriding the preferences, but the
opposite does not hold.

3. AGGREGATING PREFERENCES
We propose a way to aggregate the preferences contained

in an I-profile, while taking into account the influence func-
tions. The method we propose includes three main phases:

• Influence iteration within one level : For each feature,
we consider the influences among different variables

modelling this feature. An iterative algorithm is used:
it takes all variables regarding the same feature and
starts with the assignment corresponding to the initial
inclination. The output is a single state. Either the al-
gorithm, by iteratively applying the influences, ended
up in a stable state; or it detected a cycle and used a
subroutine to select nevertheless a single state.

• Propagation from one level to the next one: Once the
variables of a certain level have been fixed to some
values, we propagate to the next level by considering
the ci- and cp-statements that go from this level to
the next one. As influence overrides preference, we
first look at the ci-tables and set the inclination of the
influenced variables according to such tables. For the
variables whose inclination has not been determined
after this step, their inclination will be determined by
their cp-tables. After this, we are ready to handle the
next level as we did for the first one, since all of its
variables are now subject only to influence functions.

• Preference aggregation: Since at each level we obtain a
possibly different value for the variables modelling the
same feature, we may either aggregate at each level
(LA, Level Aggregation) or only at the end of the pro-
cedure (FA, Final Aggregation) when each agent has its
most preferred candidate. Under LA (using majority
since variables are binary) we assign the same value to
all variables. Then we propagate such a choice to the
next level and start again with an influence iteration.
Under FA, we leave the variable values in each level
as they are after the influence iteration and proceed
until all levels have been handled. At this point, we
have a most preferred candidate for each agent, and
we can obtain a winning candidate by any voting rule
that needs the top choices, such as plurality.

The two approaches may yield different results (this can
observed on our example, where the winner is 〈X = x, Y =
y〉 under LA and (X = x, Y = y) under FA. However, the
choice of the ordering O does not matter as far as the winner
is concerned, no matter if we use LA or FA.
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ABSTRACT
In recent papers, Obraztsova et al. initiated the study of
the computational complexity of voting manipulation un-
der randomized tie-breaking [3, 2]. The authors provided
a polynomial-time algorithm for the problem of finding an
optimal vote for the manipulator (a vote maximizing the ma-
nipulator’s expected utility) under the Maximin voting rule,
for the case where the manipulator’s utilities of the can-
didates are given by the vector (1, 0, . . . , 0). On the other
hand, they showed that this problem is NP-hard for the case
where the utilities are (1, . . . , 1, 0).

This paper continues that line of research. We prove that
when the manipulator’s utilities of the candidates are given
by the vector (1, . . . , 1, 0, . . . , 0), with k 1’s and (m− k) 0’s,
then the problem of finding an optimal vote for the manipu-
lator is fixed-parameter tractable when parameterized by k.
Also, by exploring the properties of the graph built by the
algorithm, we prove that when a certain sub-graph of this
graph contains a 2-cycle, then the solution returned by the
algorithm is optimal.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems

General Terms
Theory, Algorithms, Economics

Keywords
Computational Social Choice, Voting, Game Theory

1. INTRODUCTION
Social choice theory provides tools for formalizing pref-

erence aggregation among agents, using a wide variety of
voting rules. The work of Gibbard and Satterthwaite [1, 4]
showed, however, that with any reasonable voting rule, there
would always be the possibility of a situation where agents
were better off voting strategically, reporting untrue prefer-
ences to the voting mechanism in an attempt to manipulate
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the outcome. One of the popular techniques to overcome
the susceptibility to manipulation uses computational com-
plexity. Manipulation is always potentially useful, but in
practice it might be exponentially difficult to find a useful
manipulation (in the worst case). Complexity could poten-
tially serve as a useful defense, as it does in cryptography.

Most recently, attention has been turned to the question
of ties and tie-breaking rules; in a recent paper, Obraztsova
et al. proposed an algorithm for finding an optimal vote un-
der the Maximin voting rule when randomized tie-breaking
is used, for a particular special case of manipulator utili-
ties [3]. This work was extended later by a subset of the
same authors [2], where they showed that for another spe-
cial case of manipulator utilities, finding a “good enough”
manipulation under Maximin is NP-complete. The bottom
line of these papers is that “ties matter”, i.e., the way in
which ties are broken influences fundamental characteristics
of voting rules, in particular their computationally feasible
susceptibility to manipulation. The current paper continues
this line of research, by more fully characterizing the nature
of manipulation in the Maximin voting rule for more general
settings of manipulator utilities.

2. PRELIMINARIES
Voting An election is given by a set C = {c1, . . . , cm} of

candidates (also called alternatives), and a set V = {v1, . . . , vn}
of voters. The voters submit linear orders, Ri, over the can-
didates. We will sometimes use �i instead of Ri, for read-
ability. If ck �i cj , we say that i prefers ck to cj . We denote
by L(C) the set of all linear orders over C. A list of n lin-
ear orders R = (R1, . . . , Rn) ∈ L(C)n is called a preference
profile.

A voting correspondence is a mapping F : L(C)n → 2C

which for every profile of the votes R determines a non-
empty set of winners S ⊆ C. If |F(R)| = 1, F is called a
voting rule. In order to transform a voting correspondence
into a voting rule, we need a tie-breaking rule. Formally, a
tie-breaking rule is a mapping T which, given a non-empty
set of tied candidates S, returns the winning candidate c ∈
S. In this work, we use the randomized tie-breaking rule,
i.e., the rule where ties are broken uniformly at random.

In this paper we consider the Maximin voting rule (or,
more precisely, voting correspondence). The maximin score
of a candidate c ∈ C is defined as the number of voters who
prefer c to c’s toughest opponent, i.e., mind∈C\{c} |{i | c �i
d}|. The candidates with maximum score win.

Manipulation: Given a preference profileR = (R1, . . . , Rn)
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over a set of candidates C, for any preference order L ∈ L(C)
we denote by (R−i, L) the profile (R1, . . . , Ri−1, L,Ri+1, . . . , Rn).
In order to model the manipulation with randomized tie-
breaking, we follow [3] and [2], and assume that the ma-
nipulator has non-negative utilities over the set of candi-
dates, u(c) for every c ∈ C. We assume that the utilities are
consistent with the manipulator’s preference order �i, i.e.,
u(a) ≥ u(b) if and only if a �i b. In this work, we deal with
the case where for all c ∈ C, u(c) ∈ {0, 1}. Now, if a voting
correspondence F outputs a set S ⊆ C, the manipulator’s
expected utility is û(S) = 1

|S|
∑
c∈S u(c). L is said to be vi’s

optimal vote if for all linear orders L′ ∈ L(C) it holds that
û(F(R−i, L)) ≥ û(F(R−i, L

′)).

3. RESULTS

3.1 Parameterized Complexity Result
The next theorem continues the line of research started by

Obraztsova et al. [3, 2], providing the parameterized com-
plexity of manipulation when the manipulator utilities are
given by the vector (1, . . . , 1, 0, . . . , 0) with k 1’s.

Theorem 1. Let 1 ≤ k ≤ m−1. Suppose that the utilities
of the manipulator are as follows: u(ci) = 1 for 1 ≤ i ≤ k,
u(ci) = 0 for k + 1 ≤ i ≤ m, where the order ci on the
alternatives is the preference order of the manipulator. Then
the problem of finding an optimal manipulation is in FPT
(fixed-parameter tractable), when parameterized by k. More
specifically, there exists an algorithm for finding an optimal
manipulation in O(k!k2 + (n+m)m2) time.

Proof. We consider an election E = (C, V ) where C =
{c1, . . . , cm}, V = {v1, . . . , vn}, and vn is the manipula-
tor. We denote for a candidate ci ∈ C by s(ci) the Maxi-
min score of ci in the election E′ = (C, V ′), where V ′ =
{v1, . . . , vn−1}. Let s = maxci∈C{s(ci)}. Suppose that
the utilities of the manipulator are as defined above. Let
C1 = {c1, . . . , ck} be the set of candidates having utility 1,
and C0 = C \ C1 be the set of candidates with utility 0.
Let X = argmaxci∈C1

{s(ci)}. Since the manipulator can
only increase the score of any candidate by 1 or by 0, if
for x ∈ X, s(x) < s − 1 then, clearly, for any vote of the
manipulator his utility will be 0. So let us assume that for
x ∈ X, s− 1 ≤ s(x) ≤ s. Following Obraztsova et al. [3], we
define a directed graph G with a vertex set C, where there
is an edge from ci to cj when there are exactly s(cj) voters
in V ′ that rank cj above ci. We color the vertices of G as
follows. Let x ∈ X be any candidate. All the candidates
c ∈ C \X with the score s(c) = s(x) + 1 will be purple; all
the candidates c ∈ C \X with the score s(c) = s(x) will be
red; and all the rest of the candidates will be green. Note
that by construction, all the candidates in X are green.

In order to find an optimal vote of the manipulator, we
will use the recursive procedure A(H) described in [3], where
H is an input colored directed graph, with one small mod-
ification: in step 2, if H contains any of the vertices of X,
we add them (in some arbitrary order) to the top of the list
L built by the procedure and remove them from H. We call
this modified procedure A′(H).

In our algorithm, we first call A′(G). This way, if the
expected utility of an optimal vote is greater than 0, we
get an ordering L in which the number of candidates with
utility 0 having the highest scores is minimal (the proof of

this is the same as the original proof). Also, L contains
all the candidates of X in the |X| top positions. In the
next step, we go over all the |X|! ≤ k! permutations of the
candidates in X and check in which permutation the number
of candidates of X whose score grows by 1 is maximal. Then
we return this permutation combined with L. Note that
the permutation of the candidates in X does not affect the
scores of the other candidates (what really matters here is
that all the candidates in X are ranked above all the other
candidates). So by changing the permutation from what
was calculated by A′, we do not hurt the optimality of the
solution computed by A′.

One can verify that the running time of this algorithm is
O(k!k2 + (n+m)m2), and so, the problem is in FPT.

Corollary 2. When the number of 1’s in the manip-
ulator’s utility vector, k = O( logm

log logm
+ logn

log logn
) then the

algorithm for finding an optimal manipulation runs in poly-
nomial time.

Proof. When k = O( logm
log logm

+ logn
log logn

), k! = O(m+n),
and the result follows.

3.2 Characterization Result
Here we state that the graph G of the election as defined

above has some special property, which sometimes may help
in computing the maximum expected utility of the manipu-
lator.

Theorem 3. Suppose that the utilities and the set of can-
didates X are as defined above. Let G be the graph of the
election as defined above, and let H = (X,E) be the sub-
graph of G induced by the vertices of X. If there exist two
vertices x, y ∈ X such that (x, y) ∈ E and (y, x) ∈ E then H
is complete, i.e., for all a, b ∈ X, (a, b) ∈ E and (b, a) ∈ E.

Corollary 4. If the conditions of Theorem 3 hold, we
can compute an optimal vote of the manipulator in polyno-
mial time.
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1. INTRODUCTION
Consider a prediction market, in which participants can

trade shares (binary options) at the current market price
pm. Each share is worth $1 if the event occurs, and nothing
otherwise. What fraction of your wealth w should you risk
if you believe the probability of the event is p? Buying is
favorable if p > pm, in which case risking your entire wealth
will maximize your expected profit with respect to your be-
lief. However, that’s extraordinarily risky: A single stroke
of bad luck loses everything. On the other hand, risking a
small fixed amount cannot take advantage of compounding
growth.

The Kelly criteria prescribes investing f∗w dollars, where
for p > pm,

f∗ =
p− pm
1− pm

(buy order). For p < pm, you should bet against the out-
come (sell order) with

f∗ =
(1− p)− (1− pm)

1− (1− pm)
=
pm − p
pm

.

Kelly betting maximizes the expected compounding growth
rate of wealth, or equivalently the expected logarithm of
wealth [2, 4, 10].

We consider a prediction market, where participant i starts
with wealth wi, with

∑
i wi = 1. Each participant i uses

Kelly betting to determine the fraction of their wealth to
bet, depending on their prediction pi.
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We model the market as an auctioneer matching supply
and demand, taking no profit and absorbing no loss, with pm
selected to clear the market. Agents are “price takers” that
optimize according to the current price and do not reason
further about what the price might reveal about the other
agents’ information. (In the fractional Kelly setting, how-
ever, agents do consider the market price as information and
weigh it along with their own.)

Observation 1. The market prediction pm is always a
wealth-weighted average of the agents’ predictions pi,

pm =
∑

i

piwi.

Proof. The market equilibrium occurs at price pm where
the payin is equal to the payout. If the event occurs,

∑

i:pi>pm

pi − pm
1− pm

wi +
∑

i:pi<pm

pm − pi
pm

wi =

1

pm

∑

i:pi>pm

pi − pm
1− pm

wi.

Simplifying, we get
∑
i piwi = pm

∑
i wi. Applying

∑
i wi =

1 finishes the proof. A similar calculation proves the obser-
vation if the event doesn’t occur.

An alternate derivation utilizes the fact that Kelly betting
is equivalent to maximizing expected log utility. This result
can be seen as a simplified derivation of that by Rubinstein
[7, 8, 9] and is also discussed by Pennock and Wellman [6,
5] and Wolfers and Zitzewitz [11].

2. LEARNING PREDICTION MARKETS
Consider a sequence of prediction markets which may have

varying true and predicted probabilities. What happens to
the wealth distribution and hence the quality of the mar-
ket prediction over time? We show that the market learns
optimally for two well understood senses of optimal.

2.1 Wealth is redistributed according to Bayes’
Law

In an individual round, if an agent’s belief is pi > pm, their
total wealth afterward depends on the outcome y according
to

If y = 1,

(
1

pm
− 1

)
pi − pm
1− pm

wi + wi =
pi
pm

wi

If y = 0, − pi − pm
1− pm

wi + wi =
1− pi
1− pm

wi
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Similarly if pi < pm, we get

If y = 1, − pm − pi
pm

wi + wi =
pi
pm

wi

If y = 0,

(
1

1− pm
− 1

)
pm − pi
pm

wi + wi =
1− pi
1− pm

wi,

which is identical.
If we treat the prior probability P (i) that agent i is correct

as wi, the posterior probability of choosing agent i is

P (i | y = 1) =
P (y = 1 | i)P (i)∑
j P (y = 1 | j)P (j)

=
piwi
pm

,

which is precisely the wealth computed above for the y =
1 outcome, and similarly when y = 0. So Kelly bettors
redistribute wealth according to Bayes’ law, and the market
price reacts exactly as if updating according to Bayes’ law.

In the full version [1], we simulate a sequence of markets
where an underlying true probability exists, showing that
the market converges to the true objective frequency as if
updating a Beta distribution, as the theory predicts.

Although individual agents are not adaptive, the mar-
ket’s composite agent computes a proper Bayesian update.
Specifically, wealth is reallocated proportionally to a Beta
distribution corresponding to the observed number of suc-
cesses and trials, and price is approximately the expected
value of this Beta distribution. A kind of collective Bayesian-
ity emerges from the interactions of the group.

We also find empirically that, even if not all agents are
Kelly bettors, among those that are, wealth is still redis-
tributed according to Bayes’ rule.

2.2 Market has low regret to the best agent
The assumptions in the section above are often too strong.

The following result applies to all sequences of participant
predictions pit and all outcome sequences yt, even when
these are chosen adversarially. It states that even in this
worst-case situation, the market performs no worse than
− lnwi compared to the best individual participant i, us-
ing standard analysis from learning theory [3].

We measure the accuracy of market predictions {pt} ac-
cording to log loss as

L
.
=

T∑

t=1

I(yt = 1) log
1

pt
+ I(yt = 0) log

1

1− pt
.

Similarly, the accuracy of participant i is measured as

Li
.
=

T∑

t=1

I(yt = 1) log
1

pit
+ I(yt = 0) log

1

1− pit
.

Theorem 2. For all sequences of participant predictions
pit and all sequences of revealed outcomes yt,

L ≤ min
i
Li + ln

1

wi
.

Proof. Initially, we have
∑
i wi = 1. After T rounds,

the total wealth of any participant i is given by

wi

T∏

t=1

(
pit
pt

)yt (1− pit
1− pt

)1−yt
= wie

L−Li ≤ 1,

where wi is the starting wealth and the last inequality fol-
lows from wealth being conserved. Thus lnwi +L−Li ≤ 0,
yielding L ≤ Li + ln 1

wi
.

Thus self-interested agents with log wealth utility create
markets which learn to have small regret according to log
loss.

3. FRACTIONAL KELLY BETTING
In the full version of the paper [1], we consider fractional

Kelly betting, a commonly used, lower-risk variant of Kelly
betting, and show that fractional Kelly agents behave like
Kelly agents with beliefs weighted between their own and
the market’s. When a true underlying probability exists,
the market price empirically converges to a time-discounted
version of this probability [1]. We also propose a method for
agents to learn their optimal fraction over time.

4. QUESTIONS
When agents have some utility other than log wealth util-

ity, can we alter the structure of a market so that the mar-
ket dynamics make the market price have low log loss re-
gret? And similarly if we care about some other loss—such
as squared loss, 0/1 loss, or a quantile loss—can we craft a
marketplace such that log wealth utility agents achieve small
regret with respect to these other losses?
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ABSTRACT
We consider the problem of operating a gambling market
where players pay with IOUs instead of cash, and where in
general not everyone trusts everyone else. Players declare
their degree of trust in other players—for example, Alice
trusts Bob for up to ten dollars, and Bob trusts Carol up
to twenty dollars. The system determines what bets are ac-
ceptable according to the trust network. For example, Carol
may be able to place a bet where she is at risk of losing ten
dollars to Alice, even if Alice doesn’t trust Carol directly, be-
cause the IOU can be routed through Bob. We show that if
agents can bet on n events with binary outcomes, the prob-
lem of determining whether a collection of bets is acceptable
is NP-hard. In the special case when the trust network is a
tree, the problem can be solved in polynomial time using a
maximum flow algorithm.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent agents, Multiagent systems

General Terms
Economics

Keywords
Auction and mechanism design, electronic markets, econom-
ically motivated agents, peer-to-peer coordination, trust, re-
liability, and reputation

1. INTRODUCTION
A typical betting market is run by a central entity who

is responsible for transferring payments from losers to win-
ners. The market organizer collects cash deposits from the
participants and carefully limits bets to ensure that all par-
ticipants can cover their losses. Participants must tie up
their cash in the system if they want to trade in the market.
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We consider an alternate framework where no central en-
tity collects deposits or verifies the creditworthiness of par-
ticipants. Instead, participants declare their degree of trust
in one another by stating the maximum amount of money
they are willing to loan to specific individuals. For example,
Alice may say she trusts Bob for up to ten dollars, while
Bob says he trusts Carol for up to twenty dollars.

In our setting, loans have no strings attached, meaning
there are no restrictions on what recipients can do with the
borrowed money. In particular, it is allowed and indeed ex-
pected that loan recipients can in turn loan out the money
to other people that they trust. Thus we envision partici-
pants declaring relatively conservative levels of trust so that,
if worse comes to worst, they are fully prepared to absorb
any and all losses stemming from defaulted loans. In the
above example, Alice is in effect vouching for Bob, promis-
ing to cover up to ten dollars of Bob’s debt if he defaults in
the system. Trust in this sense is a directed binary relation
with a real-valued weight. The set of all declarations of trust
forms a weighted directed graph, known as the trust graph
or trust network [9].

A payment in our system takes the form of an “I owe you”
(IOU) from one participant to another, or more generally a
sequence of IOUs among several participants. For example,
a $10 payment from Carol to Alice might be a direct IOU
from Carol to Alice, or it might consist of two IOUs, one
from Carol to Bob and one from Bob to Alice. A feasible
payment is a payment that respects the trust network. More
specifically, it is a payment that can be achieved via a series
of binary IOUs following links backwards in the trust graph.
In the running example, assuming no other IOUs have been
issued, Carol’s $10 payment to Alice is feasible, since it can
be achieved by issuing a $10 IOU from Carol to Bob and
a $10 IOU from Bob to Alice, both within the limits that
Alice and Bob declared.

Our previous work introduced and formalized the con-
cept of a trust network as a distributed payment system
and examined how to conduct a multi-unit auction when
the buyers and seller are nodes in the network, showing the
problem is NP-hard [9]. Subsequent work analyzed the liq-
uidity of such trust networks [5], and their formation by
strategic agents [6]. We note, moreover, that the trust net-
work framework generalizes the case of budget-constrained
agents, which has many practical applications and has been
studied in both the economics and computer science litera-
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ture [2, 3, 1, 7]. In addition to this theoretical work, there
are at least two prototype implementations of trust networks
[8, 10].

2. PROBLEM STATEMENT & RESULTS
We now formally define the problem of betting on a trust

network, denominating bets in a hypothetical currency, utils,
that represents an abstract measure of utility [10].

A trust network [9] is given by a weighted directed graph
defined on a set of vertices V = {0, . . . ,m} representing m
agents. Edges in this graph represent trust relationships
among agents. Each edge (i, j) ∈ E with weight cij specifies
that i has extended j a credit line of cij utils. The power of
a trust network so defined is that arbitrary payments can be
made by passing obligations between agents that explicitly
trust each other if the network is sufficiently well-connected.
A payment of x utils from agent u to agent v is feasible as
long as there is a way to route x utils from u to v in the
network, respecting the capacities given by the cij ’s.

We consider the following simple betting scenario. Agents
can place bets on n events with binary outcomes, each with
fixed, even odds. That is, each event has two possible out-
comes, denoted by −1 and 1, and if an agent places a bet
of x utils on the outcome b ∈ {−1, 1}, it should be paid x
utils if the outcome is b; and it should pay x if the outcome
is −b. The final outcome of the n events is denoted by a
vector in {−1, 1}n, and the bets of an agent i ∈ V is de-
noted by an n-tuple in Rn, where a negative value −x in
the `-th entry indicates a bet of value x for the outcome −1
in the `-th event, and a positive value indicates a bet for
the outcome 1. Therefore, if ~xi ∈ Rn denotes the bets of
agent i ∈ V and ~v ∈ {−1, 1}n denotes the outcome, then
the overall payment that agent i should receive (or pay) is
given by the dot product ~v · ~xi. We assume that the bets
are balanced, i.e., the sum of all bets equals the zero vector
(
∑
i∈V ~xi = ~0). This guarantees that under any outcome,

the sum of payment vectors is zero, and therefore it is not
necessary to inject any additional money into the network.

We study the problem faced by a mediator who is given a
set of bets and needs to decide if these bets are feasible given
the constraints that the underlying trust network imposes on
the routing of payments among agents. We can define mul-
tiple versions of this problem, for example, deciding whether
a given set of bets can be supported by the trust network, or
selecting a maximal set of bets that can be supported. Here
we focus on the decision version of the problem. (The deci-
sion problem in fact captures the complexity of the problem
in the sense that variants of the problem for which the deci-
sion problem can be solved efficiently correspond to variants
where the optimization problem can be solved efficiently.)
Formally, the problem can be stated as follows:

Gambling Feasibility Problem
Input: Trust network G = (V,E) with capac-
ities cij on the edges, an integer n, and a bet
~xi ∈ Rn for each i ∈ V .

Question: Decide whether for every ~v ∈ {−1, 1}n,
the payments ~v · ~xi for every i ∈ S can be routed
through the trust network.

With this statement of the gambling problem, we find
two results: (1) the problem is NP-hard in general, even for
seemingly simple trust network structures; and (2) despite

this hardness result, the problem is tractable if the network
is a tree.

Theorem 1. The problem of determining feasibility of a
gamble over a trust network is:

1. NP-hard in general, even if the trust network is a bidi-
rected complete graph with uniform weights.

2. solvable in polynomial time if the corresponding undi-
rected graph is a tree.

Though we omit proofs of these results due to space con-
straints, we note the following useful reformulation of the
problem. By the max-flow min-cut theorem [4], under any
fixed outcome ~v ∈ {−1, 1}n, the problem of whether the
payments under this outcome can be routed is equivalent to
determining if for every set T of nodes in G, the total capac-
ity of the edges from T to T is at least the total amount that
the bettors in T win under the outcome ~v. This amount can
be written as max(0,

∑
i∈T ~v · ~xi). Therefore, the gambling

feasibility problem is equivalent to deciding whether for ev-
ery set T of nodes, the capacity of the cut (T, T ) is at least
the maximum amount that bettors in T can win under any
outcome.

Acknowledgments
We are grateful for input from Arpita Ghosh and Yiling
Chen.

3. REFERENCES
[1] C. Borgs, J. Chayes, N. Immorlica, M. Mahdian, and

A. Saberi. Multi-unit auctions with
budget-constrained bidders. In Proceedings of the 6th
ACM Conference on Electronic Commerce (EC),
pages 44–51, 2005.

[2] Y.-K. Che and I. Gale. Standard auctions with
financially-constrained buyers. Review of Economic
Studies, 65:1–21, 1998. Reprinted in The Economic
Theory of Auctions, edited by Paul Klemperer.

[3] Y.-K. Che and I. Gale. The optimal mechanism for
selling to a budget-constrained buyer. Journal of
Economic Theory, 92:198–233, 2000.

[4] T. H. Cormen, C. E. Leiserson, R. L. Rivest, and
C. Stein. Introduction to Algorithms. MIT Press, 1990.

[5] P. Dandekar, A. Goel, R. Govindan, and I. Post.
Liquidity in credit networks: A little trust goes a long
way. ACM Conference on Electronic Commerce, 2011.

[6] P. Dandekar, A. Goel, M. P. Wellman, and
B. Wiedenbeck. Strategic formation of credit
networks. World Wide Web Conference, 2012.

[7] S. Dobzinski, R. Lavi, and N. Nisan. Multi-unit
auctions with budget limits. In Proceedings of the 49th
Annual IEEE Symposium on Foundations of
Computer Science (FOCS), 2009.

[8] R. Fugger. The ripple project.
http://ripple.sourceforge.net, 2004.

[9] A. Ghosh, M. Mahdian, D. M. Reeves, D. M.
Pennock, and R. Fugger. Mechanism design on trust
networks. In Workshop on Internet and Network
Economics (WINE), 2007.

[10] D. M. Reeves, B. M. Soule, and T. Kasturi. Yootopia!
SIGecom Exchanges, 6:1–26, 2006.

1320



On the Social Welfare of Mechanisms for Repeated Batch
Matching

(Extended Abstract)
Elliot Anshelevich

Rensselaer Polytechnic
Institute

eanshel@cs.rpi.edu

Meenal Chhabra
Rensselaer Polytechnic

Institute
chhabm@cs.rpi.edu

Sanmay Das
Rensselaer Polytechnic

Institute
sanmay@cs.rpi.edu

Matthew Gerrior
Rensselaer Polytechnic

Institute
gerrim@cs.rpi.edu

ABSTRACT
We study hybrid online-batch matching problems, where
agents arrive continuously, but are only matched in peri-
odic rounds, when many of them can be considered simul-
taneously. Agents not getting matched in a given round re-
main in the market for the next round. This setting models
several scenarios of interest, including many job markets as
well as kidney exchange mechanisms. We consider the social
utility of two commonly used mechanisms for such markets:
one that aims for stability in each round (greedy), and one
that attempts to maximize social utility in each round (max-
weight). Surprisingly, we find that in the long term, the so-
cial utility of the greedy mechanism can be higher than that
of the max-weight mechanism. We hypothesize that this is
because the greedy mechanism behaves similarly to a soft
threshold mechanism, where all connections below a certain
threshold are rejected by the participants in favor of wait-
ing until the next round. Motivated by this observation, we
propose a method to approximately calculate the optimal
threshold for an individual agent, based on characteristics
of the other agents, and demonstrate empirically that social
utility is high when all agents use this strategy.

Categories and Subject Descriptors
J.4 [Social and Behavioral Sciences]: Economics

General Terms
Algorithms, Economics

Keywords
Matching, Search, Social welfare

1. INTRODUCTION
Many matching scenarios operate in a hybrid online/batch

mode, where agents arrive and wait until the next market
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clearing period. In any given clearing period, all candidates
currently waiting are considered for a match. Those who
are successfully matched leave the market, while others wait
for the next clearing period. This describes scenarios rang-
ing from kidney exchange (which clear every few weeks) to
academic job markets (typically once a year) [2, 3, 1].

2. MODEL AND STRATEGIES
Time proceeds in discrete steps, and at each unit of time

(a round) all agents who are thus far unmatched participate
in a batch matching. At time t = 0 there are n agents, and
at each future time period r new agents arrive. The agents
connect to each other with probability p. Agents can be
thought of as nodes on a graph. The existence of an edge
between two nodes means there is a non-zero utility to both
from being matched with each other. An edge between two
agent i and j is associated with a weight uij that determines
the utility of that matching. It is assumed that agents lose
utility by a factor of δ (δ ∈ (0 1)) per time unit for waiting.

Social utility is additive, and given by:

U =
∑

i,j∈Matches

uij(δ
t−ti + δt−tj )

where ti and tj are the arrival times of agent i and agent j
respectively, and t is the time at which they are matched.

We assume that uij ’s are i.i.d draws from a stationary
distribution f(x) irrespective of the type of the agents to be
connected and the time at which the edge is formed.

At each round, all unmatched agents can report their set
of acceptable neighbors to the mechanism, so the mechanism
finds an acceptable matching. Once this reporting is done,
the agents cannot change their mind and have to accept the
match chosen by the mechanism. Unmatched agents are
eligible to be matched again in the next round. From an
agent’s perspective, selecting the acceptable matches can be
seen as a sequential search problem. We can show that,
under certain conditions, an agent’s optimal strategy is the
same in any round, and can be characterized by a reservation
value t∗ such that the agent should (pre-)reject all potential
matches with utility less than t∗ and be ready to accept any
match with utility greater than t∗. The optimal threshold t∗
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Figure 1: Competitive ratio of social welfare (compared with the Omniscient matching) as a function of
threshold. Surprisingly, greedy matching yields higher social welfare than max weight matching at lower
thresholds. All the curves are unimodal which shows that there exists only one optimal threshold.

can be calculated by solving the following Bellman equation:

t∗ = δ(t∗ Pr(¬M) + E(Utility|M) Pr(M)) (1)

where M represents the event that the agent is matched with
another with the utility of the match being greater than t∗.
Quantifying Pr(M) is difficult. Therefore, we propose an
algorithm to approximately calculate t∗. In Figure 1, the
vertical blue line represents the threshold t∗ calculated using
our algorithm.

We calculate the social utility using the following set of
mechanisms:
Online Maximum Weight Matching: The matching at
each round is formed using the max-weight matching algo-
rithm, using only edges such that uij > τij
Online Greedy: Similar to Online Maximum Weight Match-
ing, except that matchings are formed using the greedy al-
gorithm in each round. This is also roundwise stable.
Online Maximal Matching: After removing all edges be-
low τij , the mechanism picks an arbitrary maximal match-
ing.
Omniscient Matching: This mechanism has foresight into
the future and calculates the optimal solution to the offline
problem.
OmniThresh Matching: This mechanism gives us an up-
per bound on the overall social utility of any threshold-based
offline algorithm.

3. EXPERIMENTAL RESULTS
Figure 1 demonstrates the empirical performance of the

threshold based mechanisms and the proposed threshold cal-
culation algorithm. We observe the following:

1. Threshold mechanisms can significantly improve
social welfare. Figure 1 shows the improvement in social
welfare due to using threshold mechanisms. The vertical
blue line represents the approximately optimal threshold t∗

discussed in Section 2, and is close to the best threshold for
maximizing social welfare (as well as to the best threshold
for rational agents to use, as shown above).

In Figure 1, we also observe the unimodal behavior of
the competitive ratio w.r.t threshold. This indicates that
the social welfare exhibited by our thresholded online mech-
anisms is most likely a combination of two effects which
counteract each other: (1) Having a high enough threshold
removes some of the “online” nature of the mechanism, since
it no longer matches pairs on low-quality edges, and instead

waits to match them in future rounds, and (2) Having a high
enough threshold removes high-quality edges from consider-
ation, thus making a matching worse.

2. Greedy performs better than Max-Weight. An-
other interesting property apparent from the Figure 1 is the
fact that the Greedy mechanism consistently performs bet-
ter than the Max-Weight mechanism. The Greedy mecha-
nism guarantees stability, while the Max-Weight mechanism
maximizes social welfare. Thus, it seems surprising that, in
aggregate, the Greedy mechanism is superior.

3. Thresholds matter more than edge weights: sup-
port for unweighted matching. Figure 1 shows that,
while the Online Maximal Matching mechanism performs
worse than the mechanisms that take actual edge weights
into account, it still performs well (often within just a few
percent of the other online mechanisms) when the threshold
is picked appropriately.

Finally, we note that in order to scale to more realistic
domains like kidney matching, our model needs to accom-
modate agents of multiple types. Our initial experiments
with two agent types (the types are characterized by their
probabilities of connecting to agents of all types) are promis-
ing: they suggest that threshold mechanisms, with thresh-
olds chosen appropriately for each type, may continue to
work well with multiple types. For further discussion and
analysis of our results, we direct the reader to the full version
of our paper.
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ABSTRACT
The recent increase of domain–specific search engines, able
to discover information unknown by general–purpose search
engines, leads to their federation into a single entity, called
federated search engine. In this paper, we focus on how it
can effectively merge sponsored search results, provided by
the domain–specific search engines, into a unique list. In
particular, we discuss the case in which the same ad can
be provided by multiple sources, which requires information
about the ad to be merged. We approach the problem of
merging and sharing the revenue using mechanism design
techniques. The main impossibility result we obtain points
out there exists no mechanism that satisfies the customarily
required properties. Thus, we present several mechanisms
that violate at most one of these properties, and we experi-
mentally analyze them using a real–world Yahoo! dataset.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Miscellaneous

General Terms
Economics

Keywords
Mechanism Design, Sponsored Search Auctions

1. INTRODUCTION
Recently, we can see an increasing number of domain–

specific search engines (DSSEs), e.g., bravofly.com, book-
ing.com. Their advantage is that, for their specific domain,
they are able to scour the deep web finding information (hid-
den in e.g. databases) that current general–purpose engines
are unable to discover. This naturally leads to a new search
paradigm where federated search engines (FSEs) integrate
search results from heterogeneous DSSEs [1, 4] with the aim
of providing the users with a ‘one–stop shop’. However,
similar to their general–purpose counterpart, DSSEs rely
on revenue from sponsored search pay–per–click auctions.
Currently, publishers, that use organic search results from

Appears in: Proceedings of the 11th International Con-
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general–purpose search engines, can use this service for their
own websites for free, but in return the publishers require
to also show the ads of the search engine. The revenue from
clicks is then shared in a fixed way between the publisher
and the search engine. However, this solution is not prac-
tical for an FSE since it then needs to display a separate
list of ads for each domain–specific search engine. This is
especially an issue if the same ad appears in more than one
search engine (i.e. ads are shared among DSSEs). Although
there is considerable literature on sponsored search auctions,
to our knowledge [2] is the only other paper that considers
the problem of merging sponsored search results for an FSE.
However, the strong assumption is made that ads cannot be
shared, which we relax in this paper.

2. FEDERATED SEARCH ENGINE
Background The solution to the problem highlighted be-

fore, proposed in [2], is as follows. The FSE merges a selec-
tion of the ads into a coherent and unique list that it will
display. To do this effectively, it needs detailed information
about the ads that are known only by the DSSEs, i.e., the
qualities (which is used to calculate an ad’s click probabil-
ity) of each ad, as well the values (i.e., the amount that the
advertisers pay the search engines when their ad is clicked).

The authors of [2] approached the problem using mecha-
nism design techniques. They obtained the following results.
If the click probabilities are not influenced by the presence
of other ads (i.e., there are no externalities), the standard
VCG mechanism is dominant–strategy incentive compatible
for this setting (i.e., truthfully elicits the values and qual-
ities from the DSSEs). Furthermore, in the case of exter-
nalities between the ads, incentive compatibility can still be
achieved using an execution–contingent VCG mechanism,
where the payment is conditional on the realization of events
(in this case the actual ads clicked by the user). However,
this can only be achieved in ex–post, which requires others
to be truthful (and thus is slightly weaker than having dom-
inant strategies). Furthermore, although both mechanisms
are weakly budget balanced (i.e. the FSE does not make a
loss), this is only in expectation w.r.t. to events.

The New Challenge The work described above is based
on the strong assumption that ads cannot be shared. When
this assumption does not hold, as it commonly happens in
practice, the nature of the problem changes fundamentally.
Specifically, if an ad appears in multiple DSSEs, the FSE
needs to merge all the reports received for this ad in order
to accurately predict its click probability and produce effi-
cient allocations. However, this could incentivize a DSSE
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to report a lower quality for some of its low–valued ads (for
which it does not expect to gain any profit) purely in order
to discredit the same ads from its competitors (thereby im-
proving the allocation for its remaining ads and/or reducing
the payment). Worse still, it could fabricate ads and simply
pretend to have the same ads as its competitors. Our aim is
to solve this challenge using mechanism design techniques.

3. CONTRIBUTIONS AND RESULTS
Our contributions and results are as follows:
1) We extend the models of federated sponsored search

auctions described in [2] to the case in which advertisers are
allowed to submit a bid to more than one DSSE, and we
show how this can be posed as a mechanism design prob-
lem. In particular, the main differences with the model pro-
posed in [2] are (i) the introduction a value merge function,
mva(v̂), which returns the highest value associated with a
certain ad a given the reported value v̂ (we assume that the
DSSE that provides the highest value for an ad is the only
DSSE that receives money from the advertiser when the ad
is clicked), and a quality merge function, mq(q̂), which re-
turns the merged quality for all the ads give the reported
qualities q̂ (thus, the click probability function, αa, results
to be a function of the allocation and the quality merge func-
tion); (ii) the analysis of two scenarios: one where DSSEs
are able to hide their ads and fabricate advertisers if this is
in their interest, and one (called verified) where this is not
possible since an ad verification mechanism is in place.

2) We theoretically prove that in general there exists no
execution–contingent mechanism that simultaneously guar-
antees allocation efficiency (AE), incentive compatibility (IC),
individual rationality (IR), and weak budget balance (WBB),
even considering ex–post implementation.

3) Due to the result described above, we focus on mech-
anisms that guarantee three of these properties. A natural
candidate to consider is the unique state–of–the–art mecha-
nism for an FSE model [2]. We observe that, in the general
setting in which ads can be shared, the mechanism violates
both IR and WBB.

4) We provide a range of different mechanisms that violate
at most one property among WBB, IR, and AE.
Mechanisms that violate the WBB property: We

propose a mechanism for the general case, MinRep, and a
mechanism for the verified case, VerifiedMinRep. The idea
behind them is similar to the one proposed (for a completely
different domain) in [5]: in the computation of a DSSE’s
payment, the mechanism considers virtual qualities (that
substitutes the ones actually reported by the agent) such
that the social welfare is minimized, and in turn also her
payment. The formula of the payment of a DSSE s in ex-
pectation w.r.t. the set of clicked ads ω, depending on the
reported qualities and values θ̂, given the true ones, θ, is
given by:

Eω[ps(θ̂∣ω)∣θ] = min
q′s∈Q sw

∗(v̂, ⟨q′s, q̂−s⟩)
− ∑
a∈f(θ̂)/A∗s

αa(f(v̂, q̂),mq(q)) ⋅mva(v̂−s), (1)

where Q is the set of virtual qualities, f is the efficient allo-
cation, and sw∗ is the social welfare of the efficient allocation
(where x is an allocation):

sw∗(v,q) =max∑
a∈xαa(x,mq(q)) ⋅mva(v)

Note that in Eq. (1), mq(q) is based on the true qualities
since the payment is execution–contingent.

The difference between the two mechanisms lies in the
ads considered in the set of possible virtual reports, Q. In
particular, in the computation of a DSSE’s payment, Min-
Rep takes into account virtual qualities for all the ads, while
VerifiedMinRep considers only the one corresponding to the
DSSE’s actual ads.
Mechanisms that violate the IR property: We pro-

pose a mechanism for the general case, MaxRep, and a mech-
anism for the verified case, VerifiedMaxRep. The basic idea
is the same as the one presented for the mechanisms that
violate the WBB property, but instead of minimizing the
payment, we now maximize it.
Mechanism that violates the AE property: We focus

our investigation on strictly randomized mechanisms. We
propose a mechanism for the verified case, VerifiedRand,
that randomly selects with uniform probability which ads
to display and, if the ad is provided by multiple DSSEs, it
randomly selects with uniform probability which is the one
that will receive the money directly from the advertiser if
the ad is clicked. Payments are equal to zero. Focusing on
the non verified case, we prove that there exists no strictly
randomized mechanism that violates only the AE property.
Indeed, DSSEs can always influence the randomization by
hiding ads that give low expected utility, thus increasing the
chance that their ‘good’ ads are selected.

5) We experimentally evaluate and compare the mecha-
nisms presented in the paper and the state of the art in terms
of the FSE’s expected revenue and the DSSEs’ expected util-
ity. The experimental analysis we propose is based on the
Yahoo! Webscope A3 dataset. Results of the analysis show
that, as expected, different mechanisms are appropriate for
domains with different requirements. Furthermore, MaxRep
and VerifiedMaxRep turn out to be impractical due to the
extreme negative utility they provide to the DSSEs. Sim-
ilarly, MinRep is impractical because the FSE always gets
a negative revenue. In contrast, VerifiedMinRep turns out
to be suitable for the FSE when the number of DSSEs that
share the same ad is not too high (with 5 DSSEs if less that
the 60% of them shares the same ads). This pushes us to
design a verification mechanism that the FSE can use to
define the set of ads that belongs to each DSSE.
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ABSTRACT
In recent years, effective sponsored search auctions (SSAs)
have been designed to incentivize advertisers (advs) to bid
their truthful valuations and, at the same time, to assure
both the advs and the auctioneer a non–negative utility.
Nonetheless, when the click–through–rates (CTRs) of the
advs are unknown to the auction, these mechanisms must
be paired with a learning algorithm for the estimation of
the CTRs. This introduces the critical problem of designing
a learning mechanism able to estimate the CTRs as the same
time as implementing a truthful mechanism with a revenue
loss as small as possible. In this paper, we extend previous
results [2, 3] to the general case of multi–slot auctions with
position– and ad–dependent externalities with particular at-
tention on the dependency of the regret on the number of
slots K and the number of advertisements n.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Miscellaneous

General Terms
Algorithms, Economics, Theory

Keywords
Sponsored search auction, Learning mechanism

1. NOTATION AND BACKGROUND
We consider a standard model of SSAs. We denote by

N = {1, . . . , n} the set of ads. Each ad i is characterized
by a quality ρi, defined as the probability that i is clicked
once observed by the user, and by a value vi ∈ [0, V ], that
the adv receives once i is clicked (the value is zero if not
clicked). While qualities ρi are common knowledge, values
vi are private information of the advs. We denote by K =
{1, . . . , K} with K < n the set of available slot. An ad–slot
allocation rule α is a full bijective mapping from n ads to n
slots such that α(i) = k if ad i ∈ N is displayed at slot k.
For all the non–allocated ads, α(i) takes an arbitrary value
from K+1 to n so as to preserve the bijectivity of α. We also
define the inverse slot–ad allocation rule β = α−1 such that

Appears in: Proceedings of the 11th International Con-
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(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
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β(k) = i if slot k displays ad i (i.e., α(i) = k). We denote
by A and B the set of all the possible ad–slot and slot–
ad mappings respectively. Finally, we define A−i = {α ∈
A, α(i) = n} as the set of allocations where ad i is never
displayed. We adopt the cascade model [1, 5] to describe the
user’s behavior. The discount factor γk(i) is the probability
that a user, observing ad i in the slot k − 1, will observe
the ad in the next slot (γ1 is set to 1 by definition). The
cumulative discount factors Γk(β), i.e., the probability with
which a user observes the ad displayed at slot k given a slot–
ad allocation β, is defined as Γk(β) =

Qk
l=2 γl(β(l − 1)) for

2 ≤ k ≤ K. With abuse of notation, we use interchangeably
Γk(β) and Γk(α). Given an allocation rule α, Γα(i)(α)ρi is
the click through rate (CTR), representing the probability
of ad i to be clicked. Finally, we define the social welfare of
an allocation α as the cumulative advs’ expected values

SW(α) = SW(β) =

n
X

i=1

Γα(i)(α)ρivi =

n
X

k=1

Γk(β)ρβ(k)vβ(k).

At each round, advs submit bids and the auction defines
an allocation rule α and payments pi. The Vickrey–Clark–
Groves mechanism (VCG) satisfies a number of interesting
properties, notably the incentive compatibility (IC) (i.e., no
adv can increase its utility by misreporting its true value
and v̂i = vi), and it allocates ads according to the efficient
allocation α∗ = arg maxα∈A SW(α), and payments are set
to 0 if the ad is not clicked and to

p̃i =
SW(α∗

−i) − SW−i(α
∗)

Γα(i)(α)ρi
, (1)

if the ad is clicked, so that E[p̃i] = pi = SW(α∗
−i)−SW−i(α

∗).
In many practical problems, the qualities ρi are not known

in advance and must be estimated at the same time as the
auction is deployed. This introduces a tradeoff between ex-
ploring different possible allocations so as to collect infor-
mation about the quality of the advs and exploiting the es-
timated qualities so as to implement a truthful high–revenue
auction. Let A be an IC mechanism run over T rounds. At
each round t, A defines an allocation α̂t and prescribes an
expected payment pit for each ad i. The objective of A is
to obtain a revenue as close as possible to a VCG mecha-
nism. More precisely, we measure the performance of A as
its cumulative regret over T rounds:

RT (A) = T
n
X

i=1

pi −
T
X

t=1

n
X

i=1

pit. (2)

The mechanism A is a no–regret mechanism if its per–round
regret decreases to 0 as T increases, i.e., limT→∞ RT /T = 0.
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2. REGRET BOUNDS
Similar to [3], we define an exploration–exploitation al-

gorithm to approximate the VCG, which we refer to as A–
VCG. The algorithm estimates the quality of each adv dur-
ing a pure exploration phase of length τ when all the pay-
ments are set to 0. Then, quality estimates are used to set up
a VCG for all the remaining T −τ rounds. At each round, we
can collect K samples (click or not–click events), one from
each slot. Let αt (for t ≤ τ ) be an arbitrary explorative al-
location rule independent from the bids. It is easy to define
a sequence of explorative allocations {αt}τ

t=1 such that the
number of samples collected for each ad i is Si = ⌊Kτ/n⌋.
We denote by ci

αt(i)
(t) ∈ {0, 1} the click–event at time t for

ad i when displayed at slot αt(i). Depending on the slot we
have different CTRs, thus we reweigh each sample by the
cumulative discount factor of the slot and we compute the
estimated quality ρ̂i as

ρ̂i =
1

Si

Si
X

s=1

ci
αt(i)

(t)

Γαt(i)(αt)
. (3)

Depending on the specific user–model of the auction, we can
build a high–probability confidence interval on |ρi − ρ̂i| of
size

ηp :=

v

u

u

t

 

K
X

k=1

1

Γ2
k

!

n

2K2τ
log

n

δ
; ηpa :=

1

Γmin

r

n

2Kτ
log

n

δ
,

with Γmin = minα,k Γk(α), for pos– and pos/ad–dependent
externalities respectively. After the exploration phase we
define an upper–bound on the quality as ρ̂+

i = ρ̂i +η. Given

ρ̂+
i , we compute the estimated social welfare as dSW(α) =
Pn

i=1 Γα(i)(α)ρ̂+
i vi. The corresponding efficient allocation is

denoted by α̂ = arg maxα∈A dSW(α). Once the exploration
phase is over, if ad i ∈ N is clicked, then the adv is charged

p̃i =
dSW(α̂∗

−i) − dSW−i(α̂
∗)

Γα̂(i)ρ̂
+
i

(4)

which corresponds to an expected payment p̂i = p̃iΓα̂(i)ρi.
Position–dependent externalities. In case of pos–

dependent externalities, the discount coefficients reduce to
Γk(α) = Γk, thus simplifying the computation of both the
optimal allocation and the payments. In this case, A–VCG
achieves the following regret performance.

Theorem 1. In a SSA auction with pos–dependent exter-
nalities, by optimizing the parameters τ and δ, the A–VCG
is always truthful and it achieves a regret

RT ≤ 181/3V T 2/3Γ
−2/3
min K2/3n1/3(log (n2KT ))1/3. (5)

where Γmin = mink Γk ≥ 0.

Remark 1 (Bound). Up to numerical constants and logarith-

mic factors, the previous bound is RT ≤ Õ(T 2/3K2/3n1/3).
We first notice that the A–VCG is a zero–regret algorithm
since its per–round regret (RT /T ) decreases to 0 as T −1/3,
thus implying that it asymptotically achieves the same per-
formance as the VCG. Furthermore, the dependence of the
regret on n is sub–linear (n1/3) and this allows to increase
the number of advs without significantly worsening the re-
gret. Finally, according to the bound (5) the regret has

a sublinear dependency Õ(K2/3) on the number of slots,
meaning that whenever one slot is added to the auction, the

performance does not significantly worsen. By analyzing the
difference between the payments of the VCG and A–VCG,
we notice that during the exploration phase the regret is
O(τK) (e.g., if all K slots are clicked at each explorative
round), while during the exploitation phase the estimation
errors sum over all the K slots, thus suggesting a linear de-
pendency on K for this phase as well. Nonetheless, as K
increases, the number of samples available per each ad in-
creases as τK/n, thus improving the accuracy of the quality

estimates by Õ(K−1/2). As a result, as K increases, the
exploration phase can be shortened (the optimal τ actually

decreases as K−1/3), thus reducing the regret during the
exploration, and still have accurate enough estimations to
control the regret of the exploitation phase.

Pos/ad–dependent externalities. In this case the learn-
ing problem is more complicated, and the regret is:

Theorem 2. In a SSA auction with pos/ad–dependent
externalities, by optimizing the parameters τ and δ, the A–
VCG is always truthful and it achieves a regret

RT ≤ 61/3 V

ρmin
T 2/3Γ

−2/3
min K2/3n(log (KT ))1/3. (6)

Remark 1 (Differences with the previous bound). Up to
constants and logarithmic factors, the previous bound is
RT ≤ Õ(T 2/3K2/3n). We first notice that moving from
pos– to pos/ad–dependent externalities does not change the
dependency of the regret on the number of rounds T . The
main difference is in the dependency on n and on the small-
est quality ρmin. While the regret still scales as K2/3, it
has now a much worse dependency on the number of ads
(from n1/3 to n). We believe that it is mostly due to an
intrinsic difficulty of the position/ad–dependent externali-
ties. The intuition is that now in the computation of the
payment for each ad i, the errors in the quality estimates
cumulate through the slots (unlike the pos–dependent case
where they are scaled by Γk−Γk+1). Nonetheless, this cumu-
lated error should impact only on a portion of the ads (i.e.,
those which are actually impressed according to the optimal
and the estimated optimal allocations). Thus we conjecture
that this additional n term is indeed a rough upper–bound
on the number of slots K and that we could obtain a regret
Õ(T 2/3K4/3n1/3), where the dependency on the number of
slots becomes super–linear. A more detailed discussion on
this conjecture and on the dependency on ρmin can be found
in the extended version of this paper [4].
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ABSTRACT
We consider the problem of allocating objects to agents when
the objects have minimum quotas. There exist many real-
world settings where minimum quotas are relevant. For
example, in a hospital-resident matching problem, uncon-
strained matching may produce too few assignments to a
rural hospital. Surprisingly, almost 50 years have passed
after the seminal work by Gale and Shapley, no existing
mechanism can guarantee minimum quotas so far; we did
not know how to guarantee that a rural hospital has at least
one resident.

In this paper, we propose mechanisms that can satisfy
minimum quotas as well as standard maximum quotas. More
specifically, we propose extended seat (ES) and multi-stage
(MS) mechanisms modeled after the well-known deferred-
acceptance (DA) and top trading cycles (TTC) mechanisms.
Our proposed mechanisms are all strategy-proof, but a trade-
off exists between the DA and TTC based mechanisms re-
garding Pareto efficiency and elimination of justified envy.
In addition, there exist a tradeoff between ES and MS mech-
anisms depending on the size of minimum quotas.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—Multi-agent systems; J.4 [Social and Behavioral
Sciences]: Economics

General Terms
Algorithms, Economics, Theory

Keywords
Game theory, two-sided matching, deferred-acceptance, top
trading cycle, minimum quotas

1. INTRODUCTION
The matching theory literature has developed numerous

mechanisms to solve the problem of assigning objects to
a group of agents when the agents have privately known
preferences and the objects have priorities over the agents.
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Many problems fit broadly into this context, including as-
signing students to schools [1] and kidneys to patients [5].
Most of the previous literature considers only maximum quo-
tas. However, in many real-world problems, minimum quo-
tas may be imposed as well. This paper proposes several
new mechanisms to deal with both quotas, starting from
assigning students to labs at a university.

Two popular mechanisms that are often used with no min-
imum quotas are the deferred-acceptance (DA) mechanism
[2] and the top-trading cycles (TTC) mechanism [4]. Both
are strategy-proof, but TTC always produces a Pareto ef-
ficient assignment, while DA does not. However, DA elim-
inates justified envy, while TTC, which allows students to
trade their priorities, does not.

The standard DA and TTC mechanisms may fail to pro-
duce feasible matchings that meet minimum quotas. Thus,
we take the standard DA and TTC mechanisms and make
two modifications to each: “extended seat” (ES) and “multi-
stage” (MS). Thus, our four mechanisms are ES-DA, ES-
TTC, MS-DA and MS-TTC. These mechanisms produce
feasible matchings while preserving the good properties of
DA and TTC.

Strategy-proofness is often taken as an important prop-
erty in matching markets, and indeed, all four of our mech-
anisms are strategy-proof. However, there is a tradeoff be-
tween efficiency and fairness. The two TTC based mecha-
nisms produce Pareto efficient assignments, but will lead to
justified envy. It is known that there is no strategy-proof
mechanism that completely eliminates justified envy when
minimum quotas are imposed. Additionally, Hamada et al.
showed that there may be no stable matching [3], extending
the concept of justified envy. Even worse, they also showed
that finding a matching with the minimum number of block-
ing pairs is hard to approximate even if labs have a master
list (i.e., all labs use the same priority ordering).

Thus, we propose a slight strengthening of justified envy
that eliminates some potential blocking pairs under the stan-
dard definition, and show that our two DA mechanisms elim-
inate all such justified envy. Thus, the choice between using
a TTC mechanism or a DA mechanism depends on which
goal, either Pareto efficiency or elimination of justified envy,
policymakers consider more important.

2. MODEL
A market is a tuple (S, L, p, q, ≻S , ≻L, ≻ML).

S = {s1, s2, . . . , sn} is a set of students, L = {l1, l2, . . . , lm}
a set of labs, and p = (pl1 , . . . , plm) and q = (ql1 , . . . , qlm)
are the minimum and maximum quotas, respectively, for
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each lab. We assume 0 ≤ pl ≤ ql for all l ∈ L and
∑

l∈L pl ≤
n ≤ ∑

l∈L ql to ensure a feasible matching exists. Define
e = n − ∑

l∈L pl to be the number of “excess students”.
Each student s has a strict preference relation ≻s over

the labs, while each lab l has an idiosyncratic strict prior-
ity relation ≻l over the students. The vectors of all such
relations are denoted ≻S= (≻s)s∈S for the students and
≻L= (≻l)l∈L for the labs. We assume that all labs are ac-
ceptable to all students and vice versa. In addition to the
idiosyncratic lab preferences, there is a separate “master list
(ML)” over all of the students. Without loss of generality,
we let s1 ≻ML s2 ≻ML · · · ≻ML sn.

A matching is a mapping M : S ∪ L → S ∪ L that
satisfies: (i) M(s) ∈ L for all s ∈ S, (ii) M(l) ⊆ S for all
l ∈ L, and (iii) for any s and l, we have M(s) = l if and only
if s ∈ M(l). A matching is feasible if pl ≤ |M(l)| ≤ ql for
all l ∈ L. The labs are not strategic, i.e., ≻L and ≻ML are
fixed and known to all students. Student s envies student
s′ at matching M if M(s′) ≻s M(s) and if student s envies
student s′, this envy is justified if s ≻M(s′) s′. Also, we say
s strongly justifiably envies s′ at matching M if s envies
s′ and s ≻ML s′ and s ≻M(s′) s′.

If student s justifiably envies student s′, who is assigned
laboratory l = M(s′), at matching M , then we say that
student s and lab l form a blocking pair. A blocking pair can
also be formed by a student and a lab with an empty seat,
provided that moving the student to the lab with the empty
seat results in a new matching that is feasible. Formally,
given a matching M , student s claims an empty seat at
lab l if (i) l ≻s M(s) (ii) |M(l)| < ql and (iii) |M(M(s))| >
pM(s). Then, student s and lab l′ form a blocking pair if
either (i) s justifiably envies some student s′ ∈ M(l′) or (ii)
s claims an empty seat at l′.

3. EXTENDED-SEAT MECHANISMS
We consider an extended market (S, L̃, q̃, ≻̃S , ≻̃L) where

the set of students is unchanged, but for each “standard lab”
lj , we create an “extended lab” l∗j . Thus, the set of labs is

now L̃ = L ∪ L∗ = {l1, . . . , lm, l∗1 , . . . , l∗m}. In addition,
we remove all minimum quotas, and define new maximum
quotas q̃l for l ∈ L̃ as follows: if l ∈ L, we set q̃l = pl, while
if l∗ ∈ L∗, we set q̃l∗ = ql − pl.

For the lab priorities, if l ∈ L, then ≻̃l =≻l; if l∗ ∈
L∗, then ≻̃l∗ =≻ML. That is, the standard labs use the
priorities from the original market, while all of the extended
labs use the ML. For student s, the preferences over L ∪ L∗

are created by taking the original preference relation ≻s and
inserting lab l∗j immediately after lab lj . That is,

preference relation ≻s: lj lk · · · becomes ≻̃s : lj l∗j lk l∗k · · ·
Finally, no more than e = n − ∑

l∈L pl students can attain
seats in extended labs. This restriction ensures that all quo-
tas in the original matching problem will be satisfied.

Example 1. [ES-DA] There are five students s1, . . . , s5

and three labs l1, l2, l3. For each lab, pl = 1 and ql = 3. The
preferences and priorities are as follows:

≻s1 : l1 l2 l3,
≻s2 : l2 l1 l3,
≻s3 : l2 l3 l1,
≻s4 : l2 l3 l1,
≻s5 : l2 l1 l3.

≻l1 : s3 s5 s1 s2 s4,
≻l2 : s1 s4 s3 s5 s2,
≻l3 : s1 s2 s4 s5 s3.

To run ES-DA, our extended market uses labs L ∪ L∗ =
{l1, l2, l3, l

∗
1 , l∗2 , l∗3}, and maximum quotas q̃l = 1 for l ∈ L

and q̃l∗ = 3−1 = 2 for l∗ ∈ L∗. Note that there are no min-
imum quotas in this problem. We additionally modify all
students’ preferences by inserting lab l∗j after lab lj . For ex-
ample, the modified preferences of student s1 are as follows:
≻̃s1 : l1 l∗1 l2 l∗2 l3 l∗3 . For the lab priorities, we set
≻̃l =≻l for l ∈ L, while for l∗ ∈ L∗, we set ≻̃l∗ =≻ML.

In round 1 of ES-DA, student s1 applies to lab l1 and
students s2, . . . s5 apply to lab l2. Labs l1 and l2 tentatively
accept s1 and s4, respectively. Lab l2 rejects s2, s3 and s5.
In round 2, students s2, s3 and s5 apply to l∗2. Since only
e = 2 students can be assigned to extended labs at the final
matching, student s5 is rejected. At the end, the following
matching is produced:

l∗1 − {s1}, l∗2 − {s2}, l∗3 − ∅, l1 − {s5}, l2 − {s4}, l3 − {s3}.

Mapping this back to a matching in the original model:

l1 − {s1, s5}, l2 − {s2, s4}, l3 − {s3}.

The mechanism satisfies strategy-proofness and elimina-
tion of all strong justified envy. Furthermore, this idea can
be applied to TTC and we obtain ES-TTC that is strategy-
proof and efficient.

4. MULTI-STAGE MECHANISMS
The MS mechanisms proceed slightly differently. For these

mechanisms, we first “reserve” a number of students equal
to the sum of the minimum quotas across all labs. Then, we
run the standard DA or TTC on the remaining set of stu-
dents. This procedure is then repeated until all students are
assigned. Because at each stage we reserve a number of stu-
dents equal to the sum of the minimum quotas remaining,
at the end of the mechanism, all minimum quotas will be
satisfied. The MS mechanisms inherit the desirable proper-
ties from the ES mechanisms, i.e., MS-DA is strategy-proof
and eliminates all strong justified envy, while MS-TTC is
strategy-proof and efficient.

A tradeoff exists between the classes of ES and MS mech-
anisms, depending on the size of the minimum quotas. We
empirically show that when the minimum quotas are small,
the ES mechanisms tend to create many traditional blocking
pairs compared to MS. When the minimum quotas are large,
the reverse happens. Policymakers may find it advantageous
to use the MS (ES) mechanisms when the minimum quotas
are small (large).
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1. INTRODUCTION
A challenge with the programmatic access of human talent

via crowdsourcing platforms is the specification of incentives
and the checking of the quality of contributions. Methodolo-
gies for checking quality include providing a payment if the
work is approved by the task owner and hiring additional
workers to evaluate contributors’ work. Both of these ap-
proaches place a burden on people and on the organizations
commissioning tasks, and may be susceptible to manipula-
tion by workers and task owners. Moreover, neither a task
owner nor the task market may know the task well enough
to be able to evaluate worker reports. Methodologies for
incentivizing workers without external quality checking in-
clude rewards based on agreement with a peer worker or with
the final output of the system. These approaches are vulner-
able to strategic manipulations by workers. Recent experi-
ments on Mechanical Turk have demonstrated the negative
influence of manipulations by workers and task owners on
crowdsourcing systems [3]. We address this central challenge
by introducing incentive mechanisms that promote truth-
ful reporting in crowdsourcing and discourage manipulation
by workers and task owners without introducing additional
overhead.

We focus on a large class of crowdsourcing tasks that we
refer to as consensus tasks. Consensus tasks are aimed at de-
termining a single correct answer or a set of correct answers
to a question or challenge based on reports collected from
workers. These tasks include numerous applications where
multiple reports collected from people are used to make de-
cisions. We adapt the peer prediction rule [4] to formulate
a payment rule that incentivizes workers to contribute to
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consensus tasks truthfully in crowdsourcing. The rule pays
workers depending on how well their report helps to pre-
dict another worker’s report for the same task. To address
several shortcomings of the peer prediction rule, we intro-
duce a novel payment rule, called the consensus prediction
rule. This payment rule couples payment computations with
planning to generate a robust signal for evaluating worker re-
ports. The consensus prediction rule rewards a worker based
on how well her report can predict the consensus of other
workers. It incentivizes truthful reporting, while providing
better fairness than peer prediction rules.

A more detailed presentation of the ideas investigated in
this work, including a comparison with existing payment
rules, an investigation of considerations in applying pay-
ment rules in real-world applications, and a detailed em-
pirical evaluation can be found in [2].

2. SOLVING CONSENSUS TASKS
A task is a consensus task if it has a correct answer, has

access to a population of workers who are able to share as-
sessments about the correct answer, and where a worker’s
inference is stochastically relevant to the assessment of a
randomly selected worker. The goal of a consensus-centric
crowdsourcing system is to deduce an accurate prediction
of the correct answer of a task by making use of multiple
worker reports.

Let us assume that a crowdsourcing system has access
to inferential models that can be used to predict the cor-
rect answer, to make hiring decisions, and to calculate pay-
ments. These models include an answer model (MA) and
a report model (MR). MA(a, f) is the probability of the
correct answer being a given the feature set of the task
(f). MR(ri, a

∗, fi) is the probability of worker i reporting
ri, given that the correct answer of the task is a∗ and the
set of features relevant to the worker report is fi. At each
point during execution, the system makes a decision about
whether to hire a worker randomly from the worker popu-
lation, or to terminate the task. When the system decides
to not hire additional workers, it provides a final consensus
answer â based on aggregated worker reports and delivers
this answer to the owner of the task. Let π be the policy for
making hiring decisions. We define a function Mπ such that
for a given sequence of worker reports r and feature set f ,
Mπ(r, f) is ∅ if π does not terminate after receiving r, and
is â, the consensus answer, otherwise.

Detailed investigations of learning answer and report mod-
els and policies for consensus tasks have been presented sep-
arately [1].
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3. PAYMENT RULES
We now present payment rules that ensure that truthful

reporting is an equilibrium of a consensus task. We start by
presenting definitions and assumptions that are needed to
formalize payment rules for consensus tasks.

In consensus tasks, workers report on a task once and
maximize their individual utilities for the current task. We
make the assumptions that the probability assessments per-
formed by models MA and MR are accurate and common
knowledge. τi(ri, r−i)→ R̄ denotes the system’s payment to
worker i, based on ri, worker i’s report, and r−i, a sequence
of reports collected for the same task excluding ri. ΩR is
the domain of worker inferences and reports. Let sti be a
reporting strategy of worker i such that for all possible in-
ferences ci she can make for task t, sti(ci ∈ ΩR)→ ri ∈ ΩR.
A strategy sti is truth-revealing if for all ci ∈ ΩR, sti(ci) = ci.
M = (t, π, τ), mechanism for task t with policy π and pay-
ment rule τ , is strict Bayesian-Nash incentive compatible if
truth-revelation is a strict Bayesian-Nash equilibrium of the
task setting induced by the mechanism.
S is a proper scoring rule for the forecast of a categorical

random variable with domain Ω. It takes as input p, prob-
ability vector over Ω, and ωi ∈ Ω, the realized outcome of
the variable, and it outputs a reward in R̄. The expected
reward is maximized if the reported forecast agrees with the
true forecast.

3.1 Peer Prediction Rule
The peer prediction rule is an adaptation of the rule pro-

posed by Miller et. al. to the domain of crowdsourcing. It
rewards a worker based on how well her report can predict
the report of another worker.

Proposition 1. For a given consensus task t and policy
π, let rj be the report of a random worker from I−i. M =
(t, π, τp) is strict Bayesian-Nash incentive compatible, where
worker i’s payment, τpi , for reporting to task t is,

τpi (ri, rj) = S(pp, rj), where

for all rk ∈ ΩR, p
p
k = Prf (Cj = rk|Ci = ri)

In the equilibrium when all workers report their true infer-
ence, Prf (Cj |Ci) can be computed by applying Bayes rule
and by making use of answer and report models presented
in Section 2.

Prf (Cj = rj |Ci = ri) =

P
a∈AMA(a, f)MR(ri, a, fi)MR(rj , a, fj)P

a∈AMA(a, f)MR(ri, a, fi)

3.2 Consensus Prediction Rule
Despite its incentive compatibility properties, the peer

prediction payments may not be fair in the way it rewards
workers. A worker reporting correctly may receive a low
payment if paired with a worker reporting incorrectly. We
now present a novel incentive compatible payment rule that
provides higher levels of fairness. The consensus prediction
rule rewards a worker according to how well her report can
predict the outcome of the system (i.e., the consensus answer
that will be decided by the system), if she were not partic-
ipating. This payment rule forms a direct link between a
worker’s payment and the outcome of this system. Because
the outcome of a successful system is more robust to erro-
neous reports than the signal used in peer prediction rules,
this payment rule has better fairness properties.

Let Â−i be a random variable for the consensus answer
decided by the system if the system runs without access to
worker i. An inference of a worker provides evidence about
the task, its correct answer, and other workers’ inferences,
which are used to predict a value for Â−i. Thus, it is realistic
to assume that a worker’s inference is stochastically relevant
for Â−i, given feature set f .

Proposition 2. For a given consensus task t and policy
π, let â−i be the consensus answer predicted based on r−i.
M = (t, π, τ c) is strict Bayesian-Nash incentive compatible
for any worker i, where

τ ci (ri, r−i) = S(pc, â−i), where

for all ak ∈ A, pck = Prf (Â−i = ak|Ci = ri)

Next, we demonstrate how payments can be calculated
with the consensus prediction rule for consensus tasks in
the equilibrium when all workers report their true inferences.
The calculation of τ ci payments is a two-step process; gener-
ating a forecast about Â−i based on worker i’s report, and
calculating a value for â−i based on r−i.

To generate a forecast for Â−i, we simulate consensus sys-
tem for L∅, the set of all possible sequences of worker reports
that reach a consensus about the correct answer.

Prf (Â−i = a|Ci = ri) =
X
r′∈L∅

Prf (r′|ri) 1{a}(Mπ(r′, f))

Prf (r′|ri) ∝
X
a∗∈A

MA(a∗, f)MR(ri, a
∗, fi)

Y
rl∈r′

MR(rl, a
∗, fl)

The second step of τ ci calculation is predicting the realized
value for Â−i based on r−i, the actual set of reports collected
from workers excluding worker i. Doing so requires simulat-
ing Lr−i , the set of all report sequences that start with r−i
and reach a consensus on the correct answer as follows:

â−i = argmax
a∈A

X
r′∈Lr−i

Prf (r′|r−i) 1{a}(Mπ(r′, f))

4. FUTURE WORK AND CONCLUSIONS
We presented an approach to developing truthful and fair

incentive mechanisms for crowdsourcing. Future work in-
cludes exploring new approaches for relaxing assumptions of
common knowledge and designing truthful incentive mech-
anisms for a larger variety of tasks. We believe that the use
of truthful and fair mechanisms promises to enhance the
operation of crowdsourcing for both task authors and con-
tributors, and can promote the wider use of such systems as
a trusted methodology for problem solving.

5. REFERENCES
[1] E. Kamar, S. Hacker, and E. Horvitz. Combining

human and machine intelligence in large-scale
crowdsourcing. In AAMAS, 2012.

[2] E. Kamar and E. Horvitz. Incentives and truthful
reporting in consensus-centric crowdsourcing. Technical
report, MSR-TR-2012-16, Microsoft Research, 2012.

[3] A. Kittur, E. Chi, and B. Suh. Crowdsourcing user
studies with Mechanical Turk. In SIGCHI, 2008.

[4] N. Miller, P. Resnick, and R. Zeckhauser. Eliciting
informative feedback: The peer-prediction method.
Management Science, pages 1359–1373, 2005.

1330



Cooperation among Malicious Agents: A General 
Quantitative Congestion Game Framework 

(Extended Abstract) 

Zaojie Rui 
School of Computer Science and 

Engineering, Southeast University, 
Nanjing 211189, China; 

Research Center for Learning 
Science, Southeast University, 

Nanjing 210096, China 
culturejie@gmail.com 

Tuanjie Fu, Darong Lai 
School of Computer Science and 

Engineering, Southeast University, 
Nanjing 211189, China 

tuanjiefu@gmail.com 
daronglai@seu.edu.cn 

Yichuan Jiang* 
School of Computer Science and 

Engineering, Southeast University, 
Nanjing 211189, China; 

State Key Laboratory for Novel 
Software Technology, Nanjing 

University, Nanjing 210093, China 
yjiang@seu.edu.cn 

 
ABSTRACT 
Malicious behaviors and cooperation have been well studied 
separately. However, rare systematic study has been conducted on 
the combination of them: malicious cooperation. In this paper, a 
general quantitative utility function of malicious cooperation is 
firstly formulated in a congestion game framework. Both 
objective and subjective factors are incorporated (e.g., malicious 
social networks and moral degrees). Then, Nash equilibrium and 
the condition of malicious cooperation are given theoretically. 
Meanwhile, we show empirically that malicious cooperation may 
even improve system performance (i.e., catfish effect). 

Categories and Subject Descriptors 

I.2.11 [Artificial Intelligence]: Distributed Artificial 
Intelligence−Multiagent Systems 

General Terms 
Theory, Performance, Experimentation 

Keywords 
Malicious Cooperation, Malicious Cooperative Agents, Catfish 
Effect, Congestion Game 

1. MOTIVATION 
Malicious agents are traditionally regarded as non cooperative. 
However, they may cooperate with each other to conduct 
malicious behaviors. For instance, coordinated attacks (e.g. DDoS) 
in cyberspace are launched via cooperation among hackers. We 
call this type of cooperation malicious cooperation and these 
agents malicious cooperative agents (MCA). Although malicious 
behaviors and cooperation have been well studied in agent society, 
rare attention is paid to malicious cooperation. Thus, we look into 
the MCA and the malicious cooperation. We mainly focus on two 
problems: 1) the attraction of malicious cooperation (utility of the 
MCA from malicious cooperation) and 2) the effect of malicious 
cooperation on the system. 

2. MODEL DESCRIPTION 
For the sake of generality, we present our model in a modified 
congestion game framework [1], where malicious cooperation is 
explicitly incorporated. There are two types of agents in the game, 
MCA, and regular agents (RA). We assume that all agents are 
informed of the structure of road network and cost functions. Also 
Agents are self-interested and are aimed at minimizing own time 
delay of the journey. The behaviors of agents are based on that of 
gossip agents in Gossip Networks [2]. Agents will communicate 
with other agents to exchange load information of roads in order 
to make a more reliable route. Furthermore, we made a 
modification to MCA to reflect malicious cooperation. Besides 
tampering the road congestion information in their own routes to 
be high congested to cheat others out of their path as in [2], MCA 
in our model will also cheat others for his cooperators.  

3. UTILITY FUNCTION OF MCA 
Here, a general utility function of the MCA is proposed in a 
congestion game framework. In order to imply the social factors, 
which are often ignored in agent research, the function is based on 
that of in social study [3]. Also, we add the formulation of 
malicious cooperation to overcome its absence in [3].  

Network and Malicious Effort: The adjacency matrix G of 
network g denotes the direct connections of the social network 
among the MCA. Meanwhile, malicious cooperation is among 
their social connections. We denote cooperation network as P. 
Then malicious effort (ei) of a MCA i is defined as the percentage 
of malicious peers in its social networks, i.e., 1 1/n n

i j ij j ije p g= == ∑ ∑ . 
Benefit: The benefits of agent i come from both his own 
behaviors and his cooperators' malicious behaviors for him. Thus 

1
n

i i j ji jB a e g b== + ∑ , where a>0 is a constant, bj denotes the ability 
of agent j to make benefits from its malicious behaviors. Here bj 
in a congestion game roots in cheating RA, so bj = b γ |RAj|, where 
b denotes the benefit per successful cheating, γ denotes the 
success possibility of cheating, and |RAj| denotes the number of 
encountered RA in the agent’s journey.  

Cost: MCA’s cost includes i) the cost of being detected (ci
de) 

(including the cost of his malicious behaviors for both himself and 
his cooperators), ii) ignoring high congested information from RA 
in his or his cooperators’ routes (ci

ig), iii) moral cost for malicious 
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behaviors and conformity cost of failing to conform to friends as 
indicated in [3]. So the sum cost of agent i is 

2 2
1 ( )n

i j ij i i i iC p f RA ce d e e== + + −∑ , where α, β denotes the 
possibility of being detected and the false information turning to 
be true, respectively; c, d denotes moral degree and conformity 
degree, respectively; ie denotes average malicious efforts of 

friends, and de igf c cα β= + . 

Utility Function: Finally, utility function of agent i is:  
2 2

1 ( ) ( )n
i i j ij j i i i iU a e g b f RA ce d e e== + − − − −∑ .         (1) 

4. PROPERTIES OF MCA 
Proposition 1 (Nash Equilibrium): Consider the general case 
when 1) all MCA have different ability to make benefits, 2) social 
network among MCA are heterogeneous, 3) agents’ conformity 
degrees are different. Assume bj > f |RAi|. Then a unique Nash 
equilibrium in pure strategies of the game is: 

*
1/ ( | |) / 2( ).n

i i j ij j ie de c d g b f RA c d== + + − +∑                    (2) 
Proof 1. The utility function is nearly the same as the one in [3], 
with (bi-pf) replaced by 1 ( | |)n

j ij j ig b f RA= −∑ . Then we can apply 
1 ( | |)n

j ij j ig b f RAα == −∑ into the proof of Proposition 2 in [3]. The 
assumption of bi – pf >0 in our case is 1 ( | |)n

j ij j ig b f RA= −∑ >0. It is 
always satisfied since bj > f |RAi|.                                                  □ 

Proposition 2 (Condition of Malicious Cooperation): Assume 
|RAi| ~ N(u,σ2), agents interact in equal possibility and c=d=0, 
then the condition that MCA trend to contribute more malicious 
efforts is: /b f u> . 
Proof 2. Under the conditions, the utility function turns to be 

1 ( | | )n
i i j ij j iU a e g b RA f RAγ== + −∑ . Thus 1( ) ( )n

i i j ijE U a e u g b fγ== + −∑ . 
Then we get 1( ) / ( )n

i i j ijE U e u g b fγ=∂ ∂ = −∑ . If bγ–f >0, then MCA 
will trend to make more benefits if they contribute more 
malicious efforts. As agents interact in equal possibility, γ=1/u. 
Thus b γ – f >0 turns to be b / f > u.                                              □ 

Note that Proposition 2 is consistent with the conclusion in a 
recent Nature letter [4], which demonstrates an extraordinary 
simple rule that cooperators are advantageous over defectors if the 
benefit of the cooperative act (b), divided by the cost (c), is larger 
than the average number of neighbors (k), i.e., b/c>k. Their c and 
k are f and u in our model, respectively. 

5. EXPERIMENTAL RESULTS 
Based on [2], the network simulates a city center which consists 
of 162 edges and 100 junctions. Each simulation consists of ten 
iterations. Two hundred agents are randomly generated and they 
will finish at least 20 journeys from their sources to targets in the 
iteration. And each journey is tagged with different source-target 
pair. MCA are initialed with a social network. And each MCA is 
initialized with a malicious effort ([0, 1]). Similar to [2], the 
attraction of malicious cooperation in simulations is evaluated 
when the detection is absent. And the utility of agents in 
simulations are denoted by time delay per kilometer (TDK). A 
smaller TDK indicates a higher utility. Noting that moral cost and 
peers effect have been validated in [3], we just focus on second 
term of Equation 1. In below, n denotes the number of MCA. 
Validation of Utility Function: Two set of simulations are done 
to test the effect of characteristics of social networks and 
malicious efforts.  

0 0.2 0.4 0.6 0.8 1
3.6

3.7

3.8

3.9

4

4.1

Malicious Efforts

TD
K

(a).   n = 84

 

 k=6,Homo
k=12,Homo
k=6,Hete
k=12,Hete

0 0.2 0.4 0.6 0.8 1
3.7

3.8

3.9

4

4.1

4.2

4.3

4.4

Malicious Efforts

TD
K

(b).   n = 126

 

 
k=6,Homo
k=12,Homo
k=6,Hete
k=12,Hete

 
Figure 1. Effect of Social Networks and Malicious Efforts 
Figure 1 illustrates that utility increases as MCA contributes more 
efforts (ei), which can be explained by the increase of second term 
of Equation 1. Also, compared to homogeneous social networks, 
heterogeneous networks can improve the utility of MCA.  
Catfish Effect: Here, we will show the effect of malicious 
cooperation on RA and the system. We find a counterintuitive 
phenomenon, denominated as “catfish effect”: malicious 
cooperation may benefit the system and even RA, comparing to 
the situation where malicious cooperation is absent (i.e., ei = 0).  
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Figure 2 Effect of Malicious Cooperation on RA and System 
Figure 2 illustrates that there exists an appropriate malicious 
effort, i.e., catfish effort, where TDK is minimal for RA or system. 
It implies that a catfish effect exists if ei is appropriate. A 
potential reason for this is that false information helps RA avoid 
encountering MCA, which may avoid high congested roads to 
some extent. 

6. CONCLUSION AND FUTURE WORK 
We have presented a general quantitative congestion game 
framework for analyzing cooperation among malicious agents. 
We show theoretically the Nash equilibrium of malicious efforts 
and condition of malicious cooperation. Also, we show the catfish 
effect via simulations. Our future work may study the malicious 
cooperation in other evaluation scenarios. Furthermore, it is 
interesting to find a way to utilize catfish effect to benefit system. 
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ABSTRACT
We empirically investigated the dynamics of opinion adap-
tion on random networks, scale-free networks and regular
lattice structures where agents adopt the opinion held by
the majority of their direct neighbors only if the fraction of
these exceed a certain laggard threshold [1]. We observed
that either due to initial random distribution of opinion to
agents or through opinion adaptation in the first few itera-
tions, isolated pockets of agents with a different opinion than
those of the surrounding population form and are sustained.
Such population configurations thereafter converge to mixed
or heterogeneous states. For certain values of the laggard
threshold, we also observe a phase of uncertain convergence:
for identical system parameters, the population will converge
to homogeneous opinions whose value may be different for
different random initializations. We identify the regions of
consistent homogeneous convergence, heterogeneous conver-
gence and uncertain homogeneous convergence for different
values of the laggard threshold.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Management, Performance, Reliability

Keywords
Agent Networks, Opinion Formation

1. THE MODEL
Each agent i in our model represents a node in a network

whose state represents its opinion on the topic of interest.
We consider only binary opinions. Linked nodes are in con-
tact with each other and know each other’s opinions. The
opinion formation process of node i, initially in state 0(1),
is a three step process [2]:

• The state of all the neighbouring nodes to i are checked.

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
4-8 June 2012, Valencia, Spain.
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• If the fraction of state 1(0) nodes of i’s neighbours
exceeds a threshold pu , i adopts opinion 1(0).

• Otherwise i remains in the same state 0(1).

We define mixed-convergent graph as one in which no agent
changes its state from the previous time step but the system
has not reached total consensus, i.e., all agents do not share
the same opinion. Given a graph G = (V, E) where agents
represent nodes and edges represent neighborhood relation-
ships, a convergent graph is reached when:

∀v∈V |Adjv ∩ St¬v| ≤ Pu · |Adjv|,

where Adjv is the set of neighbors to v and Stv (St¬v) is the
set of nodes with the same (or opposite) state as v.

We define a stationary configuration to be a subset of the
nodes such that they all have the same state and none of
these nodes will ever change state irrespective of the state
changes outside of this subset. The most stringent condi-
tions for characterizing stationary configurations can be de-
rived by assuming the worst case scenario of all nodes out-
side of the configuration adopting the opposite state. Thus
a stationary configuration consists of a set of agents (nodes)
S ⊂ V such that

∀v∈S |Adjv ∩ S| ≥ (1 − Pu) · |Adjv|.

To simplify our analysis for idenitfying stationary con-
figurations, we consider only d-regular graphs1 and choose
Pu = d−2

d
. We empirically evaluate 4-regular graphs and a

special case of 4-regular graphs, the toroidal grid. The cor-
responding laggard threshold is Pu = 4−2

4
= 0.5. We assume

that the likelihood of existence of the smallest cycles signif-
icantly outweighs the likelihood of existence of larger ones.
For general 4-regular graphs the smallest cycles would be 3-
cycles and for the toroidal grid, where there are no 3-cycles,
it is 4-cycles or 2x2 squares.

We assume initial node opinions are randomly distributed.
Even then, some groups of nodes may form stationary con-
figurations at the outset, surrounded by nodes of opposite
opinion. Or they may settle into a stationary configuration
after one or few iterations and get stuck there forever.

We now calculate the probabilities of the occurrence of
such stationary configurations. To simplify the computa-
tional complexity of computing the probabilities, we have
assumed that the probability of each node to have neigh-
bours in stationary states is independent of each other.

1A d-regular graph is graph where all nodes have degree d.
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(a)

(b) (c)

Figure 1: Some stationary configurations for
toroidal grids: (a) basic stationary square config-
uration, (b) and (c) shows two configurations that
can lead to the basic configuration in one iteration.

In Figure 1(a) we compute the probability of each of the
nodes in the square to be a part of this stable configura-
tion as the product of the probabilities of each of its neigh-
bours to be in the stationary state (here, ’1’) ie, (1 − a0)

2,
where a0 is the initial percentage of agents of opinion 0 in
the population. Hence the probability of having one such
stationary square is P = ((1 − a0)

2)4. The maximum num-
ber of such stationary square configurations possible in a
network of N nodes is N/4. Therefore the probability of
having at least one such stationary square in the grid is
P1 = 1−(1−P)N/4. We can similarly calulate the probabil-
ity of having a stationary configuration as in Figure 1(b) in
the grid as P = a3

0(1−a0)
15 . So the probability of having at

least one such configuration is again P2 = 8(1− (1−P)N/4)
considering 8 possible orientations of the stationary state in
the grid. Similarly, for Figure 1 (c) probability of having at

least one such configuration is P3 = 4(1−(1−P)N/4) consid-
ering four different orientations of the configuration in the
grid where P = a6

0(1−a0)
17.Similarly we can consider cycles

bigger than size 4 stuck in a particular opinion with nodes
of opposite opinion filling up the whole interior of it. Hence
the probabilty of having atleast one cycle of dimention sxs

is Pcycles = 2(1 − (1 − P)N/s2

) where, P = (1 − a0)
2. Now

s can vary from 3 to M for a MXM grid at an increment
of 2. Hence the overall probability of having such station-
ary configurations stuck in opinion ’1’ in the whole grid is
Prob(′1′) = P1 + P2 + P3 + P4 + Pline + Pcycle assuming
independent cases. Similarly we can compute Prob(′0′) for
stationary configurations stuck in state ’0’. Hence the per-
centage of runs where we have at least one such stationary
state stuck at either state ’0’ or ’1’, i.e., where mixed con-
vergence occurs is Prob(′0′) × Prob(′1′).

We performed similar analysis for random graphs, where
we considered cycles of 3 nodes to be the simplest and most
frequent stationary configuration. We do not include the
corresponding expressions due to space constraints.

2. EMPIRICAL RESULTS
Because of our simplifying assumptions for computing the

probabilities of stationary configurations, it is worthwhile
to evaluate the accuracy of our analytical predictions using
simulations. We have simulated opinion evolution in toroidal
grids varying the total number of nodes from 100 to 900 ,
where the connectivity for each node is 4 and the laggard
threshold Pu = 0.5 .

We experimentally studied the regions of 1-convergence
and 0-convergence in grid as well as in random networks for
various values of a0. For extreme values of a0 consensus is
always achieved, but for intermediate values, the network
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Figure 2: % runs with mixed convergence (toroidal
grid: N = 900 , Pu = 0.5, k̄ = 4).
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Figure 3: % runs with mixed convergence (random
graph: N = 1000 , Pu = 0:5,́rk = 4).

reaches mixed convergence. From both Figures 2 and 3 we
observe that our analytical predictions closely match the
empirical results despite the simplifying assumptions made
to ease calculations.

An interesting observation from experimental data for toroidal
grids was that as we increased the the number of nodes (N)
in the grid for a given k̄ = 4, the region for mixed conver-
gence became wider.

3. CONCLUSION
We studied the problem of opinion convergence in a soci-

ety of agents situated in a fixed topological structure and
identify stable subgraph configurations that will produce
mixed convergence and calculated approximate probabili-
ties for the same. Our analytical predictions approximate
matched data from simulations for 4-regular graphs. We
want to expand our model to cover a wider range of graphs.
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ABSTRACT
The process of finding the appropriate agent behavior is a
cumbersome task – no matter whether it is for agent-based
software or simulation models. Machine Learning can help
by generating partial or preliminary versions of the agent
low-level behavior. However, for actually being useful for the
human modeler the results should be interpretable, which
may require some post-processing step after the actual be-
havior learning. In this contribution we test the sensitivity
of the resulting, interpretable behavior program with respect
to parameters and components of the function that describes
the intended behavior.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Intelligent Agents

General Terms
Design, Experimentation, Performance

Keywords
Multiagent Simulation, Agent Learning

1. MOTIVATION
The basic idea behind agent-based simulation is that phe-

nomena are generated from simulation of mostly local, low-
level actions and interactions of agents. In such a bottom-
up approach, a central issue concerns what behaviors the
agents must exhibit so that the intended outcome is pro-
duced. Currently, dependent on the experience of the mod-
eler, the development of an agent-based simulation may re-
sult in a painful trial and error process. The goal is to de-
velop a systematic way of bridging the gap between agent
behavior and macro-level outcome.

Our idea is to support the process of designing the agent
behavior using self-adaptive agents [2]. A human modeler
shall focus on describing the targeted phenomenon as well
as the overall simulation settings, including the interfaces
between environment and agents.

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
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A basic assumption hereby is that it is possible to charac-
terize good performance in terms of an objective function,
also in scenarios in which the features of the actually neces-
sary behavior program are not exactly known. As in every
learning approach, the definition of the objective function
essentially drives the generation of the agent behavior. Our
application of learning is special as we combine traditional
Reinforcement Learning, using the given objective function,
with a post processing step – a decision tree learner – in
which the behavior model shall be abstracted to a human-
readable representation. The central question in our contri-
bution is therefore how robust the final behavior outcome is
with respect to small changes in the objective function.

2. LEARNING FOR MODELING
As stated in the introduction, we propose a learning-driven

analysis and design approach using self-adaptive agents in
the behavior modeling task for simulation models. The ac-
tual optimality of the learnt agent control is only one rele-
vant criterion; the interpretability of the outcome by a hu-
man is essential.

We start with the definition of an environmental model
and a set of sensors and actuators that determine what the
agents are able to perceive and manipulate. The second
step is the definition of a learning architecture that is apt to
connect perceptions and actions of the agent. After that, a
reward function, providing feedback to the agents, is defined.
The reward has to measure performance, as the agents will
use it to explore how the environment reacts to their actions.
The resulting behavioral model should then be analyzed by
the human modeler for preventing artifacts that come from
an improper environmental or reward model, or weak inter-
faces.

The chosen learning architecture for this contribution com-
bines Reinforcement Learning with Decision Tree learning.

We selected Q-learning for our investigation because it is
the simplest reinforcement learning technique directly pro-
ducing situation-action pairs. However, even in simple sce-
narios the high number of pairs prevents a designer to over-
see the actually learnt behavior. For tackling this readabil-
ity problem we use a decision tree representation of the im-
plicit behavior of the best situation-action pairs. In this
contribution we selected the C4.5 algorithm to generate de-
cision trees, which are a well-suited representation model for
decision-making processes [1].

The best situation-action pairs are taken by first exclud-
ing those pairs that haven’t been tested enough, as the con-
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fidence on their expected utility is lower. Then, we select
for each situation the action with the highest Q-value, con-
sidering only those with non-zero, positive Q-values. The
generated decision tree basically accomplishes the lacking
abstraction that makes the resulting behavior description
transparent for the designer.

3. EXPERIMENTAL SETUP
Our test scenario is a pedestrian evacuation model. The

environment is represented by a room, a number of round
obstacles and one exit. The agents are randomly placed in
the half on the opposite to the exit. They have two objec-
tives: leave the room as fast as possible and do not collide
with obstacles or other agents. Perception is discretized into
sectors, actions according to movement directions. A reward
is given to each agent individually after each step contain-
ing the following components: (1) Exit Reward indicating
whether the exit was reached; (2) Collision Reward punish-
ing collisions; and (3) Distance Reward indicating whether
the agent came closer to the exit. More details can be found
in [3]. For testing the consequences of different setups to the
overall outcome we focussed on the relation between the dif-
ferent components indicating the pressure towards/against
particular situations: a) when one or more elements are not
considered; b) when one elements contributes half or twice
as much as the others; c) when all contribute with the same
weight.

4. RESULTS AND DISCUSSION
We systematically run experiments with different configu-

rations for the objective function. The agents learnt to suf-
ficiently perform, that means move directly to the exit while
avoiding fixed and dynamic obstacles. Only little differences
in the performance measured in terms of number of collisions
were observable. Naturally, the best performance was mea-
sured when the weights of the Collision Reward were higher
than for Distance Reward. After that, using the decision tree
learner for generalization, we tested how well the classifica-
tion result from the decision tree resembles the originally
learnt behavior. It turned out that the best preservation
of information at the generalization step occurred when the
Distance Reward was weighted higher than the Collision Re-
ward.

Although performance and accuracy measures were al-
most the same for the different settings, the resulting de-
cision trees were quite different. With a higher Distance
Reward, we can see that the agent tend to develop actions
that lead to shorter paths, at the same time as they try
to avoid collisions. A shorter path means the selection of
movements that direct the agent to a sector closer to the
obstacle. This is different in the case with higher Collision
Reward : the decision tree points to a selection of percep-
tions and actions that lead to the development of a wider
collision-avoidance path. This comes from the fact that is
hard to predict other agents’ movements as agents cannot
distinguish between pedestrians and columns. If the weight
on the collision avoidance is higher, the agents learn to be
more “cautious”. They take wider deviations from the di-
rect route to avoid eventually colliding with another agent,
at the expense of evacuation time. That means finally that
those trees are more elaborated than when learning with
the other configurations - this can be seen in Figure 1. The

codes in the nodes correspond to different perceptions: O
for Obstacle, D for Diagonal, A for Ahead, L for Left and
R for Right.

(a) Collisions (b) Evacuation

Figure 1: Behavior trees for different objective func-
tion details putting more focus on collision avoid-
ance or fast evacuation.

5. CONCLUSION AND FUTURE WORK
Testing the robustness of the finally abstracted behav-

ior output with respect to variations of the initial objective
function showed a high sensitivity. Due to the abstraction
and generalization done using the decision tree learner, we
expected more robustness. However this result shows the rel-
evance of a careful formulation of the criteria for valid agent
behavior. Really surprising is that the complexity of the
resulting behavior program is not mirrored in the classical
numerical metrics that describe learning performance. This
makes the formulation of the objective function describing
what the agents shall achieve even more critical than de-
scribing how they should achieve it.

These results lead to next steps for establishing agent
learning as a tool for agent simulation design. First, we
have to analyze the learnt behavior more directly by con-
trolling agents using the decision trees generated. This will
show whether they actually perform in the intended way or
whether too much information has been lost. This may lead
us to testing other generalization techniques than the simple
decision tree learner that we used. There is a lot of research
going on for state abstraction in reinforcement learning. Al-
though not aiming at readability of the abstracted program,
they might be applicable in our case. A second future di-
rection of our research directly addresses the formulation of
the objective function: Instead of formulating an objective
function, we may use learning by demonstration and imi-
tation techniques for directly mapping observable actor or
stakeholder behavior to generate a behavior program for the
corresponding simulated agent.
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1. INTRODUCTION
Bacteria forming clusters in a Petri dish is a common ex-

ample of emergent behavior, i.e. many seemingly simple bac-
teria, when under stress, form clusters through basic rules
of interaction. Under suitable conditions, the clusters form
spectacular patterns [1]. Those properties of bacteria have
inspired a lot of modeling work, attempting to reproduce
the patterns and make sense of them.

The goal of the research presented in this abstract is to
show that bacteria and the emergent behavior of bacteria
can be accurately modeled using a multi-agent framework.
The bacteria model was designed to closely reflect the rules
of interaction obtained from empirical studies. The bacte-
ria modeled are Escherichia coli, commonly referred to as
E. coli. The novelty of this effort stems from modeling bac-
teria as bacteria actually behave. Most previous efforts to
model the complex patterns of bacteria use partial differen-
tial equations (pde’s). These pde’s are used to produce a
pattern as an end result. In contrast, the multi-agent ap-
proach allows for a time sequence that shows the formation
of the patterns.

Bacteria movement is composed of runs and tumbles. A
run is the forward movement of bacteria in a straight line,

∗Philip Hendrix is now at Google in Mountain View, CA,
USA, and may be reached at hendrix@google.com.
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and a tumble is the reorientation of a bacterium so that
it may change direction. As the bacteria move, they both
excrete and sense aspartate, a chemical attractant. The bac-
teria change their tumble frequency based on the sensed
amount of aspartate in such a way that they move up a
chemoattractant gradient, thereby forming into clusters.

We wish to accurately model bacteria, because they are
some of the most simple biological organisms. Accurately
modeling the behavior of these very simple organisms will
provide a strong stepping stone from which research can
model more complex organisms, and provide a form of vali-
dation for the mapping of simulated experimental results to
real world empirical results.

The self-organization of bacteria into clusters for higher
resistance to stress has been acquired presumably because it
provides an evolutionary advantage to the bacteria. Similar
behavior exists in other species, but bacteria may be the
simplest organisms displaying such behavior.

The results presented in this abstract show bacteria-agents
forming clusters and moving swarm rings in a simulated
Petri dish. The work presented in this abstract strives to
accurately model bacteria, but does not model all aspects
of bacterial behavior. However, the results gained from the
approach shown in this abstract offer a significant advance-
ment in the modeling of bacteria, as the results show that it
is possible to reproduce the self-organization in clusters of
a population of bacteria observed empirically, using what is
known of their movement in runs and tumbles.

2. RESULTS AND DISCUSSION
Since an abstract cannot display movies, we show time se-

ries images of the simulation. Figure 1 shows the time series
of six stages of a clustering experiment over a 10 minute pe-
riod. Each of the six images displays the bacteria in the Petri
dish. The lighter colors within the dish represent higher con-
centrations of bacteria. The number in the upper-left hand
corner of each image displays the time step in the form min-
utes : seconds. The first image in the figure displays the
initial condition at time step 0. The second image shows
the bacteria after 2 minutes. In this image we can see that
some areas are darker than others, meaning the distribution
of bacteria is no longer uniform. After 6 minutes distinct
clusters can be seen. The clusters become more pronounced
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Figure 1: Simulation of E. coli bacteria in a 20mm
Petri dish over a 10 minute time period. Agent
density was set to 100, 000Agents/mm2. Time step
0 shows the initial setup of bacteria agents with lo-
cations and directions randomly sampled from uni-
form distributions. The beginnings of clustering can
be seen at minute 4, and are clearly visible at minute
6. Agents were exposed to trigger levels of 5mM .

after 8 and 10 minutes. Figure 3 shows a side by side com-
parison of the simulated bacteria clusters (left) to that of
the real world empirical results (right).

The results of the swarm ring are presented in Figure 2.
The swarm ring in the upper left hand corner is a snapshot
of the Petri dish after 3 hours of simulation time. The re-
maining five images are also snapshots of the swarm ring
and were taken in one hour time increments from left to
right form 4 hours to 8 hours.

Using only runs and tumbles for movement the simulated
bacteria were able to form clusters similar to that of real-
world bacteria. By observing the images of clusters from
the simulation results on the left-hand side of Figure 3 to
the real-world results shown on the right-hand side of Fig-
ure 3 we can compare the results. The real-world result has
very dense clusters (in white) and not as dense regions (in
gray). Similarly, in the simulation results, we can observe
that the bacteria density of the bacteria differ between clus-
ters and other regions. Some clusters appear to be darker
(more dense) than others. The simulation can also repro-
duce the variation in size and distance between the clusters,
as they depend on the amount of aspartate/chemoattractant
secreted by the bacteria, which is an adjustable parameter
in the simulation.

The swarm ring grew at roughly the same pace as the
initial growth of the empirical swarm rings provided by Bu-
drene and Berg in [1]. The growth rate of the simulated
swarm ring falls between the growth rate of the empirical
results with initial succinate amounts of 2mM and 3mM .

These simulations show that it is possible with very few
inputs to reproduce important properties of population of
bacteria. From the perspective of random walks, the as-
partate concentration dependent movement in “runs” and
“tumbles” is a case of “biased random walk”. Those sim-
ulations also shed light on important aspects of the par-
allel mathematical modeling inspired by the emergence of
the clusters. In the related work, to reproduce the patterns
from diffusion equations, an aspartate concentration depen-
dent chemotactic term had to be added. These simulations

Figure 2: Simulation of E. coli bacteria over an 8
hour time period. At time 0, 10, 000 bacteria agents
were placed in the middle of the Petri dish. Ini-
tial succinate was set to 2mM . The upper left hand
swarm ring is a snapshot of the swarm ring after 3
hours of simulation time. The remaining five images
are also snapshots of the swarm ring and are in one
hour time increments from left to right from 4 hours
to 8 hours.

Figure 3: Clustering result of E. coli in a 12mm Petri
dish after 10 minutes.

show that the non linear dependence of the chemotaxis of
the bacteria does not conceal any mysterious property not
yet known of the bacteria. It is a natural consequence of the
way a multi-agent population of bacteria measure concen-
tration gradients: by successive measurements of concentra-
tion. The study of the emergence of clusters has triggered a
few theoretical questions on the response function of bacte-
ria, among other things bacteria simulations may potentially
be used to answer questions using simulations, as it is pos-
sible to change the conditions in which the bacteria are put.

3. ACKNOWLEDGMENTS
This work was supported by the Environmental Quality

Research Program of the US Army Engineer Research and
Development Center. The authors thank E. Ferguson, the
manager of this programme. Permission was granted by the
USACE Chief of Engineers to publish this material. The
views and opinions expressed in this paper are those of the
individual authors and not those of the U.S. Army, or other
sponsor organizations.

4. REFERENCES
[1] E. Budrene and H. Berg. Dynamics of formation of

symmetrical patterns by chemotactic bacteria. Nature,
376:49–53, July 1995.

1338



Investigating the Role of Social Behavior in Financial
Markets through Agent-Based Simulation

(Extended Abstract)
Alessia Mauri

alessia.mauri@yahoo.it
Andrea G. B. Tettamanzi

Università degli Studi di Milano
Dipartimento di Tecnologie dell’Informazione
Via Bramante 56, I-26013 Crema (CR), Italy

andrea.tettamanzi@unimi.it

ABSTRACT
An evolutionary agent-based model inspired by the adaptive
market hypothesis is used to investigate the link between
the microscopic parameter of sentiment and market price
movements. Agents model cognitive and social behaviors
by means of rules wired into their decision-making models
and of parameters encoded in their genome. Results show
that co-evolution and social interaction among traders are
responsible for bubbles and crashes.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intel-
ligence—Multiagent systems; I.6.5 [Simulation and Mod-
eling]: Model Development; J.4 [Social and Behavioral
Sciences]: Economics

General Terms
Algorithms, Economics

Keywords
Agent-Based Simulation, Emergent Behavior, Co-evolution,
Complex Systems

1. INTRODUCTION
Agent-based modeling [7], has become a widely accepted

tool for studying the dynamics of financial markets [2].
While usually agent-based models of economies rely on

very simple agents, which make them resemble interacting
particle systems we wanted to investigate the use of richer,
more sophisticated agent types, that more closely reproduce
the characters of the participants in real-world economies,
namely people. Previous work by the authors [1] added
more realism in the way agents are modeled in agent-based
simulations of financial markets by using cognitive agents
and a real-world auction mechanism as the basic ingredients
for the simulation, coupled with an evolutionary algorithm
(EA) responsible for the adaptation of agent behaviors. The
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agent-based model we used for this study is an adaptation
of that work.

An important reason to include the concept of evolution
in a model that aims at achieving realism is that this idea
is perfectly in line with the adaptive market hypothesis [5]
(AMH), an attempt to reconcile the efficient market hypoth-
esis with a growing number of criticisms leveled against it by
psychologists and behavioral economists. According to the
AMH, the markets would be in a perennial unstable equi-
librium and, as their participants must evolve against each
other, in constant flux.

The purpose of our work was to replicate complex phe-
nomena like price bubbles emerging from the interaction of
co-evolving, cognitive agents acting mostly rationally but
with possible undertones of irrationality.

2. MARKET STRUCTURE
We used a realistic, albeit simplified, market structure: a

single asset is traded on the market as a commodity against
the payment of money. No transaction fees are claimed by
the market and no expenses are payable for the storage and
transportation of the asset.

Agents participate in the market by submitting buy or
sell orders. The orders are matched by the market with a
single-price auction every time a new order is received. An
agent’s net asset value (NAV) is the primary indicator of its
performance.

Agents operate in a regime of incomplete information, in
that every agent knows its current money balance and as-
set inventory, as well as the orders it submits, but cannot
directly observe neither the orders entered by the other mar-
ket participants, nor the balance and inventory of its peers.
Instead, to determine their behavior, the agents have ac-
cess to a set of technical indicators made available by the
market and to the sentiment of other agents in their social
neighbourhood.

Every given number of periods, a generation of the EA is
performed, allowing the agent population to evolve towards
more profitable behaviors.

3. AGENTS AND SOCIALITY
The agents model a combination of knowledge, experi-

ence, and psychology aimed at giving an outline of those de-
cisional factors that are distinctive of human traders. All the
agents share the same architecture, comprising two modules:
a decisional module, inspired by neural networks [3], and an
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operational module, inpired by particle swarm optimization
algorithms [4]. The decisional model generates the kind of
order to be sent to the market based on beliefs, cognitive
inertia, and current money balance and asset inventory. Be-
liefs are formed based on technical indicators, weighted by
each agent according to a genetically determined individual
degree of confidence; cognitive inertia is a kind of intention
persistence; knowledge of the current money balance and as-
set inventory causes the agents to target an ideal balance.
Agents are part of a social network determined by their ge-
nealogy. Each agent takes into account the decisions made
by its close relatives, weighted by their genetic similarity
and financial success. From such network arises the herd
behavior, a self-organised pattern which is actually typical
of real trader groups and is expressed by market sentiment
on a macroscopic level.

Finally, the operational module defines the specifics of the
order to be submitted to the market, namely the asset quan-
tity and proposed bid or ask price.

A salient feature of the agents in this model is that they
are evolutionary, i.e., they are the individuals of an EA.
Therefore, every agent has a genome, in practice a set of
43 parameters that influence the way the agent reacts to
stimuli from the environment. These genetically determined
parameters do not change during the agent’s entire lifetime,
whereas the agent’s mental state may change in response to
changes in the market and in the agent’s financial conditions.

An EA essentially following the general principles of the
one proposed in [1] for the same purpose is used by the
simulator to make the agents participating in the market
evolve according to their trading proficiency. The EA pro-
ceeds concurrently with the trading activity in the mar-
ket. A generation is performed at regular intervals, whose
length, l, measured in trading periods, is a parameter of the
simulation. The fitness of an agent is given by its NAV.
At each generation, the 30% of the individuals having the
lowest NAV is eliminated from the simulation, and their
wealth is redistributed to the remaining 70%, which un-
dergoes fitness-proportionate selection, crossover, and mu-
tation. New agents inherit their wealth from both parents.

Social networks are an important base of real economies.
Herd behavior is the kind of sociality that was reproduced
in our model. It has been argued that this kind of behavior
determines bubbles and crashes [6].

Our agents are influenced in the trading decisions by the
sentiment of their social the neighbourhood in a way that
makes them imitate their successful relatives, with the ex-
ception of those that have not made proof of good trading
skills. To allow us to study its effects, sociality may be
turned on and off.

4. EXPERIMENTS AND RESULTS
To study the relationship between herd behavior and price

dynamics, we introduced an exogenous shock to the market,
consisting in sudden changes of the interest/dividend paid
by the asset or the money. As it can be observed in Figures 1
and 2, sociality emphasizes and amplifies market reactions
to shocks.

A bubble grows when returns are distributed on assets
in simulations with sociality turned on. On the other side,
the bubble crashes when returns are shifted to money and
traders loose interest on the assets. This does not happen
when sociality is turned off.

Figure 1: A shock applied to a simulation with so-
ciality turned on.

Figure 2: A shock applied to a simulation with so-
ciality turned off.

Through the evolutionary process, only the agents who
are able to gain wealth can survive. The evolution leads to
a system in which the agents adopt complementary market
behaviors keeping the market in an unstable equilibrium.
If the EA is turned off, even at a stage when well-adapted
trading strategies have emerged, all trading activity wanes
and comes to a grinding stop after a few periods. We have
observed that agents showing extreme behaviors do not man-
age to survive and moderate behaviors of the conservative
kind tend to become commonplace in a co-evolved popula-
tion.

5. CONCLUSION
We have studied and analized the effect of social behavior

in financial markets by means of an evolutionary agent-based
model, finding evidence that herd behavior is responsible for
emergent phenomena like bubbles and crashes.
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ABSTRACT
The paper presents a modeling and simulation effort aimed
at studying the implications of the presence of groups of
pedestrians in different situations (e.g. changing density,
configurations of the environment) in experimental and real
world scenarios.
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1. INTRODUCTION
The agent–based approach to the simulation of complex

systems is a relatively recent but extremely successful appli-
cation area of concepts, abstractions, models defined in the
area of autonomous agents and multi–agent systems (MAS).
Crowds of pedestrians represent a typical example of com-
plex system: the overall behavior of the system can only be
defined in terms of the actions of the individuals that com-
pose it, and the decisions of the individuals are influenced by
the previous actions of other pedestrians sharing the same
space. Despite the substantial amount of research efforts
this area is still quite lively and we are far from a complete
understanding of the complex phenomena related to crowds
of pedestrians in the environment: one of the least studied
and understood aspects of crowds of pedestrians is repre-
sented by the implications of the presence of groups [1]. In
particular, little work has been done on the modeling and
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simulation of relatively large groups within a crowd of pedes-
trians [3].

This work presents the results of an agent–based model
of pedestrians considering groups as a first–class abstraction
influencing the behaviour of its members and, in turn, of the
whole system. The model was tested in a schematic situa-
tion, also analyzed by means of experiments, to characterize
the implications of groups in the overall pedestrian dynam-
ics and in a real world scenario in which pedestrians were
organized in large groups for sake of crowd management.

2. MODEL AND SIMULATION RESULTS
The adopted approach is discrete both in space and in

time; the environment in which the simulation takes place is
a lattice of cells, each representing a portion of the simulated
environment and comprising information about its current
state, both in terms of physical occupation and in terms of
additional information. To support pedestrian navigation in
the environment, the lattice is provided with a static floor
field [4] which specifies the shortest path to destinations and
targets. Pedestrians have a limited form of autonomy: they
can choose were to move according to their perception of the
environment and their goal. The choice of the actual move-
ment destination is based on the elaboration of an utility
value, called likability, representing the desirability of mov-
ing into a given position: the presence of members of the
group a pedestrian belongs to in a nearby cell is considered
positively, unlike the presence of other pedestrians. A com-
plete description of the model can be found in [2].

A set of simulations in an experimental and in a real world
situation aimed at evaluating the impact of the presence of
groups has been investigated. The figures shown in Figure 1
report an overview on simulation results. The top left part
shows a fundamental diagram representing data obtained
through several simulations in a simple scenario (a corridor
in which pedestrians flow in opposite directions). The re-
sults are in tune with the experimental data coming from
observations and available in the literature; an original re-
sult is the fact that groups of different size have a different
ability to flow smoothly in different density situations.

The model was also employed in a real world scenario: a
station of the Mashaer line, a newly constructed rail line in
the area of Makkah to reduce the congestion caused by the
presence of other collective means of pilgrim transportation
(i.e. buses) during the Hajj. The simulations were focused
on the Arafat I station, in particular in the process lead-
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Figure 1: Images and diagrams related to simulation results.

ing pilgrims from outside the station area to the platforms.
The flow is organized adopting waiting-boxes: groups of 250
pilgrims wait in special areas for an authorization by the
station agents to move towards the ramps or elevators. The
top right part of Figure 1 is a schematic representation of an
area of the station with the permitted pedestrian flows; the
bottom left photo shows a situation in which the waiting-box
principle, preventing the possibility of two flows simultane-
ously converging to a ramp, was not respected, causing a
higher than average congestion around the ramp. Different
simulation scenarios were realized to understand the capa-
bility of the model to reflect the increase in the waiting times
and the space utilization when the waiting box principle was
not respected. The bottom right diagrams report the space
utilization, i.e., the relative frequency of the cell occupation
on the whole simulation time. The second scenario, in which
the waiting box principle is not respected, is characterized
by a noticeably worse performance not only from the per-
spective of the size of the area characterized by a medium-
high space utilization, but also from the perspective of the
highest value of space utilization (83% respect to 63% of the
regular scenario). This confirms that increasing the number
of pilgrims that are simultaneously allowed to move towards
the ramp highly increases the number of cases in which their
movement is blocked because of overcrowding. According to
these results, the management of the movement of group of

pilgrims from the tents area to the ramps should try to avoid
exceptions to the waiting box principle as much as possible.
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1. INTRODUCTION
Accurate models of crowd dynamics are an important challenge

for agent-based social simulations. Unfortunately, existing mod-
els of physical crowds do not yet account for cultural factors. In
this extended abstract, we briefly summarize our results in treating
culture as a first-class object in models of physical crowds. Specif-
ically, we examine the impact of cultural differences on crowd dy-
namics in pedestrian and evacuation domains.

In the pedestrian domain we relate culturally-aware simulation
to pedestrian data which we recorded from videos of pedestrians in
five different countries: Iraq, Israel, England, Canada, and France.
We characterize these cultures along five individual-level parame-
ters: personal spaces, speed, avoidance side and group formations.
We use established crowd-level quantitative measures (e.g., flow,
number of collisions, and mean speed) to identify crowd-level ef-
fects. We also show that the model can faithfully replicate the ob-
served pedestrian behavior in these videos.

In the evacuation domain, we examine individual cultural param-
eters (documented in social science literature) as to how seriously
people treat possible threats, their tendency to notify others, and
their tendency to form groups. We then use the simulations to ex-
plore the impact of these on the resulting crowd behavior (measured
quantitatively in evacuation time, panic levels, etc.).

2. BACKGROUND
In social psychology there is an extensive research on the cultural

differences in micro level interactions among groups of people, but
it only rarely addresses the effect of these differences on macro-
level crowd phenomena (e.g., pedestrian flow). Cultural differences
have been found in variety of human behaviors such as in different
pedestrian dynamics [5, 6, 8], evacuation behavior [1] and more.

Work on computer modeling of collective behavior has been car-
ried out in other branches of science, in particular for modeling
and simulation. Researchers are developing computational mod-
els for simulation of collective behavior in order to be able to pre-
dict the resulting macro level behavior from micro level interactions
[3, 7, 10]. However, to the best of our knowledge, existing compu-
tational models for crowd behaviors do not yet account for cultural
differences.

This work follows on our earlier work on modeling pedestrians,
validated against human crowd data [4]. It also builds on our work
on the ESCAPES [11] agent-based simulation. ESCAPES is a an
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evacuation simulation, incorporating for individual and social fac-
tors. Neither of these earlier works accounted for cultural differ-
ences.

3. PEDESTRIAN CULTURES
In modeling pedestrians, and based on the literature, we focus

on the following individual (micro-level) cultural parameters: per-
sonal space ( [2, 5, 6]), base walking speed ( [8], avoidance side
( [9]) and group formations (in particular gender-heterogeneity,
size, and shape [10]). We quantitatively measure these in movies
taken in five different cultures: Iraq, Israel, England, Canada and
France. Overall, we collected over a hundred hours of pedestrian
footage in different locations. For the purposes of the analysis, we
used a total of 45 minutes. Each movie was analyzed by two dif-
ferent subjects and we used the mean value for each measure in our
results. For lack of space we only report here that indeed the five
countries differ from each other in these four cultural parameters.

We used an agent-based simulation to examine the effect of the
presented above four cultural factors on macro-level pedestrian dy-
namics. We ran extensive simulations with the above values, total-
ing over 100 hours of simulation. All results below are the aver-
aged value over 30 trials. We examine the impact of each of the
cultural parameter and also the effects of mixing individuals with
different cultural parameters in the same physical crowd on crowd
dynamics. In this extended abstract we summarize a small subset
of preliminary results.

First, an important question is whether the fidelity of the simula-
tion is sufficient to support conclusions as to human crowds. Thus
we examined whether the simulation can produce similar behavior
to that of the observed human pedestrian crowd. To carry out the
comparison, we recreated the initial settings in four of the videos in
simulation. Specifically, we set the density of the pedestrian crowd
(how many pedestrians per unit area); we set the individual param-
eters of agents and groups per the measured quantized values from
the videos. Then we quantitatively compared the macro level mea-
sures (flow and mean speed) generated by the simulation to those
of the crowds in the videos.

The results of flow comparison show fairly low error rates (where
the error is measured in percentage of difference between the sim-
ulated and the observed values). In two of the France movies, we
have 15% and 4% errors, in a Canada movie we have 16% error
(this was the maximum error across all movies from all cultures),
and in London we have 10% error. The mean flow error is 11%.
The results of mean speed comparison show that in one France
movie we get 21% error (the maximal error), in Canada we have
10% error and in London we have 6% error. The mean error for
crowd speed is 13%. Note that because the simulation is using
low-resolution discrete results (e.g., only three values for speed)
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and mean values overall, a perfect match is essentially impossible.
Encouraged by the fidelity results, we examined the impact of

different personal spaces among the pedestrians on their number
of collisions, and on their mean speed. The preliminary results
show that there is a difference in number of collisions between
collisions, as we vary the percentage of pedestrians who maintain
shorter (close) and longer (far) personal spaces around them. In
homogeneous groups, where everyone maintains close or everyone
maintains far, there are relatively high number of collisions, though
the groups do differ between them. Surprisingly, the lowest number
of collisions have been found in the 50%-mixed group. The num-
ber of collisions is lower than both the homogeneous close and far
groups.

The results also show that agents with close personal space have
higher mean speed than agents with far personal space, although
both of the groups were initialized with the same speed individu-
ally (so the effect is definitely due to just personal space prefer-
ences). Moreover, there is a difference between the close- and far-
homogeneous groups. The differences in mean speed also have
been found between the homogeneous groups and the heteroge-
neous 50%-mixed group.

We also examine the effect of complete cultures on crowd dy-
namics, where a complete culture is defined by a set of values as-
signed to the cultural parameters, as extracted from the video anal-
ysis. To do this, we simulated mixed-culture pedestrians moving
on a sidewalk. As an exemplar, we report here on crowds mixing
two cultures: Iraq and Canada. We vary the number of pedestri-
ans in the crowd who are initialized with Iraqi cultural parameters,
from 0% (homogeneous Canada crowd) to 100% (homogeneous
Iraq crowd). We measure the impact of such mixing on the number
of collisions, and on mean speed, as above.

The results of the collisions numbers show that in the heteroge-
neous groups, the higher the percent of Canadian in the population
the higher the number of collisions. The lowest number of colli-
sions has been found in population of 20% Canada pedestrians. For
example, there is a difference between this population, and the pop-
ulation with 80% Canada pedestrians. Interestingly, the number of
collisions in the homogeneous Iraq population jumps up, compared
to the 20% Canada crowd.

The mean speed results show that an increased number of Cana-
dian pedestrians in the population leads to higher mean crowd
speed (indeed, our human pedestrians analysis shows that the
Canada pedestrians had higher mean speed than Iraq pedestrians).
The lowest mean speed has been found in population with 80% Iraq
pedestrians.

4. EVACUATION CULTURES
Cultural differences have also been found in evacuation domain.

Based on our literature survey, we model the following cultural pa-
rameters of individual evacuees (evacuating agents): (1) their ten-
dency to notify others regarding an event that have caused them to
evacuate, (2) the seriousness with which people (agents) hearing
about such an event take it (that is, whether they decide to evacu-
ate too, as a result) and finally, (3) we model the tendency towards
evacuating in groups or individually [1]. We then examine the im-
pact of these cultural parameters on the resulting macro level crowd
evacuation behavior. Again, for lack of space, we report only on
small subset of preliminary results.

We examined the agents’ tendency to notify others regarding
an event on evacuation rate, with no guards present. The prelim-
inary results show that the more agents communicate, the faster
the evacuation time. However, there was no significant differ-
ence between agents that pass knowledge of the event to all close

neighbors (100% message passing) and agents that pass informa-
tion to 80% of close neighbors (80% message passing). Thus the
evacuation time essentially hits a floor at the level where 80% of
the neighbors are informed. We also examined the same settings,
except for adding authority figures who act to inform and guide
evacuation. The general trend is the same, but the addition of
authority figures makes a significant difference in relatively non-
communicating agents. For example, the mean evacuation time in
population of non-communicating agents (0% notify others) with
five guards is cut by almost a half.

5. SUMMARY
We briefly described our first steps to explore the impact of

micro-level, individual agent, cultural parameters on macro-level
crowd behavior. Building on existing literature which investigates
culture in human crowds, we identified important cultural param-
eters in two physical crowd domains (pedestrian movement and
evacuation). We implemented these in established agent-based
simulations for these domains, and used the simulations to mea-
sure their impact on crowd dynamics. We thus go beyond existing
work, which focused on describing cultural parameters of individ-
uals, without investigating their crowd-level effects.
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ABSTRACT
We model in detail a short human interaction scenario, the
Spanish Steps flower scam. The scenario involves elements of
negotiated commercial transaction, deceit, clash of cultural
values and manipulation of public perception. The behavior
of the actors is difficult to fit into a model of utility maxi-
mizing agents (even if we allow for bounded rationality). To
model the scenario, we introduce a model where agents con-
sider vectors of metrics which are not directly and linearly
convertible into each other. The vectors consist of a mix of
concrete and culture sanctioned metrics, with some of the
latter being evaluated from the perspective of the self, the
peers as well as the general public.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Artificial Intelli-
gence—Multiagent systems

General Terms
Human Factors, Economics, Experimentation

Keywords
agents, social models, simulation

1. INTRODUCTION
In this paper we model a flower selling scam, perpetrated

in many tourist sites in Italy, such as the Spanish Steps in
Rome. The intention of the seller is to pressure a client
(typically a woman or a romantic couple) to purchase of an
artificial rose at a high price:
• The seller offers a bouquet of flowers to the client. The

client declines to purchase.
• The seller offers a single flower, relying on gestures

implying that it is a gift. If the client refuses to take
the flower, he repeats the offer several times, pushes
the flower into the client’s hands, or inserts it into her
bag.
• The seller waits for 15-60 seconds several steps away

from the client, who assumes that the interaction had
concluded.
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Figure 1: Action-state graph of the Spanish Steps
scam.

• The seller approaches the client and requests payment.
• The client attempts to return the flower. The seller

refuses to take it. The action concludes by either the
client paying or by escalating her verbal efforts to re-
turn the flower until the seller decides to take it back.

The actions and states of the interaction are outlined in
the action-state graph shown in Figure 1. Note however,
as both the states and the actions must be further spec-
ified by detail variables which characterize the beliefs and
mental states of the participants, and the mode of execution
of the actions. For instance, actions A7, A9 and A16 are
parametrized by their “loudness” x which determines how
many onlookers will overhear the transaction and their “of-
fensiveness” y which will determine how the action will im-
pact the social metrics of the actor and target of the action.
The action A14 is parametrized with the waiting time t it
involves. As the detail variables encode the history of the
participants, the action-state graph is not an MDP. To unroll
of the graph into a MDP would require the us to quantify the
detail variables, and it would be several orders of magnitude
larger.

The Spanish Steps flower scam, despite being physically
simple, is based on a series of complex decisions. It is, at its
roots, a negotiated commercial transaction, which, however,
is initiated by a deceit – the implication that the flower is
a gift. The deceit is facilitated by the blocking of the nor-
mal channels of communication – the seller is usually a good
speaker of several languages, but faking reduced communica-
tion ability helps position the deceit as a misunderstanding.
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The successful conclusion of the scam relies on the manipu-
lation of the public perception: the client needs to have the
impression that everybody around believes that he accepted
the commercial transaction.

Why do some clients accept to pay for the flower, well
knowing that they are cheated? Conversely, why does the
seller, in some cases, give up, without pushing the selling
process to the extremes? It is obvious that as long as we
consider a utility function which maximizes financial value,
the actors do not act as rational agents.

2. RELATED WORK
A number of recent approaches implement agent based

models of human social, cultural and emotional behavior.
For instance, Bosse, Jonker and Treur [1] model a theory of
neurologist Antonio Damasio about the three levels of per-
ception of the emotional state. Miller et al. [4] operational-
ize the Brown and Levinson politeness model [2], while in a
follow-up work [5] investigate how the relationship between
culture (as examplified by Hofstede’s cultural factors) and
conversational politeness levels affect directive compliance.
The POLLy system [3] also rely on the Brown and Levinson
model to generate dialog for language learning.

3. CULTURE SANCTIONED SOCIAL
METRICS

Our model assumes that the agents explicitly maintain a
vector of metrics, separated in two classes. Concrete met-
rics such as financial worth or time are easily measurable and
come with their native measurement units (e.g. dollars or
euros for financial worth, seconds or minutes for time). The
second class of metrics we consider are Culture Sanctioned
Social Metrics (CSSMs). We say that a culture sanctions
a metric if it (a) has a name for it, (b) provides an (infor-
mal) algorithm for its evaluation, (c) expects its members
to continuously evaluate these metrics for themselves and
salient persons in their environment and (d) provides rules
of conduct which depend on these metrics. A person can
know more then one culture, and simultaneously evaluate
CSSMs according to multiple cultures. However, evaluat-
ing the CSSMs can be a significant cognitive load, and busy
people might not necessarily perform highly detailed evalu-
ations of their ongoing environment. Similarly, there is no
guarantee that the agents would obey the rules of a culture
concerning a certain metric (but they would be aware of the
transgression). CSSMs can be evaluated from the perspec-
tive of the self, peers or general public.

To model the Spanish Steps scenario we used two concrete
metrics: financial worth W and time T . The CSSMs used
were dignity D and politeness P . Both sides consider the
values from the perspective of the self and the public; the
client also considers a peer (the other member of the roman-
tic couple). With these assumptions, the vector of metrics
for the client is {W c, T c, Dc, Dc

p, D
c
r, P

c, P cp , P
c
r } while the

vector of the seller is {W s, T s, Ds, Ds
p, P

s, P sp }.

4. BELIEFS AND PUBLIC PERCEPTIONS
The impact of an action on a CSSM is modulated by the

beliefs of the agent about specific aspects of the current con-
text. To model observed behavior of the real world players
in the Spanish Steps scenario, we need to consider at least
the following beliefs:

Bcgift the client’s belief that seller intends the flower to be a
gift

Bcagr and Bsagr the client’s and, respectively, seller’s belief
that the general public thinks that a transaction had
been agreed upon.

We have used the Dempster-Shafer theory of evidence [6]
to trace the beliefs, with the actions of the participants being
considered as evidence for and against the beliefs. Beliefs are
dynamic, in the sense that the passage of time, without any
specific event can also constitute an evidence. For instance,
Bcgift increases with the time the agent is holding the flower
without being asked for payment.

5. EXPERIMENTAL RESULTS
We have implemented the model in the YAES simulation

environment and used it to trace the evolution of the CSSMs
in a number of scenarios observed from the real world. We
found that the model can provide satisfactory explanations
to different outcomes of the scam. For outcomes where the
seller was successful, the perceived beliefs had evolved such
that the client can not escalate its efforts without massively
lowering his public and peer politeness and dignity. We have
also modeled situations where the seller, being in a rush,
did not wait enough in action A14 to establish the public
perception of an accepted transaction Bcagr. In this situation,
the client can escalate its efforts without being penalized in
public perception, thus the scam will fail.
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ABSTRACT
Yamamoto et. al.[6] have discovered that cooperation can
be robustly maintained in a metanorms game by introduc-
ing into the population a small number of agents that always
act non-cooperatively. They call this a "social vaccine" ef-
fect. In this paper we focus on the implications of a social
vaccine. We therefore consider a model where there is a con-
stant �ow of newcomers into the population. How strictly
should non-cooperators be eliminated from the newcomers
in such a model? In this paper, by assuming a case where
cooperative participants and non-cooperative participants
are trying to participate in a population where metanorms
are functioning, we investigate how well cooperation within
the population is maintained by a strict population manage-
ment policy where only cooperative participants are allowed
to participate, and a simple population management policy
where non-cooperative participants are admitted to some
extent.

Categories and Subject Descriptors
I.6.6 [SIMULATION AND MODELING]: Simulation Out-
put Analysis

General Terms
Design

Keywords
Social vaccine, Meta-norms, Evolution of cooperation, Agent-
based simulation, Public goods game

1. METANORMS GAME WITH NEWCOM-
ERS

The metanorms game[1] is a well-known model for main-
taining norms in a population. As an extension of the n-
person prisoner's dilemma, this game provides an excellent
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model for studying how norms are maintained in a pop-
ulation without a centralized authority, such as problems
involving cooperation on international a�airs. For example,
Heck[2] and Horne[3] performed a psychological experiment
in which metanorms were shown to exist.
We consider a situation where there is an in�ux of new

participants into a population. Assuming a case where co-
operative participants and non-cooperative participants are
attempting to join a population, we discuss what sort of
control policy is e�ective for maintaining cooperation when
the population operates a strict control policy of only admit-
ting cooperative participants, and when it operates a simple
control policy where non-cooperative participants are also
admitted to some extent. It could be said that this is a
highly abstracted model of the problem of whether the sta-
bility of a society is more e�ectively maintained by adopting
an immigration policy of only admitting people who have a
strong a�nity with the country's policies, or by adopting a
lenient policy and accepting some degree of risk.
We consider groups on a social network with a population

size of 100. However, a metanorms model featuring mutual
surveillance among all members of a group leads to an upper
limit in the number of group members due to cognitive limits
and that a system of mutual surveillance is an unrealistic,
severe restriction. In light of these criticisms, extending the
metanorms game to a partial group[5] and limiting the study
to mutual surveillance in a small world network[4] have been
proposed. In order to understand the basic properties of the
model, the initial state of the network structure is assumed
to be a non-oriented regular network. The average degree
of the population is D.
The agents play a metanorms game on a network where

they are all interconnected by links. An agent j that has
been defected by agent i and has received a payo� of H is
an agent with a link to agent i, and an agent capable of
punishing agent i must also have a link to this agent. In the
evolution process, agents that are capable of becoming the
parent of each agent must also be linked agents.
At the stage where the �rst generation of the metanorms

game has completed, the F agents with the lowest pay-
o�s in the population are withdrawn. An equal number
of agents are then admitted to the population. The strate-
gies of these newly admitted agents are discussed below.
Newcomer agents are linked with randomly selected exist-
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Figure 1: E�ect of a social vaccine in newcomers

ing agents up to the average degree (D).
A wide variety of policies can be considered with regard

to how newcomers are controlled, but in this paper we as-
sume a simple model to observe the e�ects of the social
vaccine. Here, newcomers are assumed to be either good or
bad. In this context, a bad newcomer refers to a social vac-
cine. The population control policy is expressed as a level
of rigor ranging from a strict monitoring policy where bad
newcomers are never admitted, to a lenient policy where a
blind eye is turned to these admissions to some extent.
Speci�cally, the strategy of good newcomers is taken to be

(B, V ) = (0, 0), and the strategy of bad newcomers is taken
to be (B, V ) = (1, 0) where B and V stand for boldness and
vengefulness, respectively, as well as Axelrod[1]. The degree
of rigor is expressed as the number R out of F newcom-
ers for which a blind eye is turned to the admission of bad
individuals (R ≤ F ).
For the payo� parameters of this section, we used the same

values as in the Axelrod's experiment[1], i.e., T = 3, H =
−1, E = −2 and P = −9. Also, the strategies (B, V ) of
�rst-generation agents are each given by uniform random
numbers.

2. RESULTS
We analyze the e�ects of control rigor on the numbers

and in�ux of newcomer agents, with the average degree D
�xed at 20 the same as the population size of Axelrod's basic
model (Fig. 1). Each of the graphs in Fig. 1 shows a plot of
R on the horizontal axis and the average values of B and V
of a population at the end of the simulation on the horizontal
axis, for values of F ranging from 1 through 6.
When the number of newcomers is F = 1 (Fig. 1(a)),

in the state where R = 0 - i.e., where bad individuals are
completely prevented from entering the population and only
good people can enter - it can be seen that cooperation is
not achieved. However, when R = 1 - i.e., when newcomer
agents adopt a defection strategy - cooperation is achieved
at a high level. Similarly, when F = 2 (Fig. 1(b)), coop-
eration is not achieved when R = 0 but is achieved when
bad agents are admitted. A similar trend was observed for

F ≥ 3, but with a gradual increase in the threshold value of
R for which the social vaccine functions e�ectively. For ex-
ample, when the number of newcomer agents is F = 4 (Fig.
1(d)), a value of R = 1 indicates the state where one bad
individual (social vaccine) enters the population, while the
other new entrants are all good. In this case, cooperation is
not achieved. However, cooperation is achieved when R = 2.
Cooperation is also maintained for R = 3 and R = 4, albeit
not to as great an extent as for R = 2.
A characteristic feature of these experimental results is

that the value of V for the population (i.e., its vindictive-
ness with regard to defection) di�ers widely in the vicinity
of the threshold value at which cooperation is achieved, and
is maintained at a high level in environments where coop-
eration is achieved. Speci�cally, the admission of a certain
level of social vaccine into a population prevents the value
of V for the group from decreasing, and as a result realizes
a society that is robust against defection. This phenomenon
resembles the immune function of resistance to a pathogen
whereby inoculation with a weakened pathogen leads to the
creation of antibodies to the pathogen. We call this a "social
vaccine" e�ect.

3. CONCLUSION
We assumed a state where there is a constant in�ux of

new participants into the population in a metanorms game,
and we analyzed what sort of admissions policy the popu-
lation should apply to newcomers in order to ensure that
cooperation is robustly maintained. For simplicity, we ex-
pressed the admissions policy as the degree to which a blind
eye is turned to the admission of uncooperative agents when
fully cooperative agents and fully non-cooperative agents are
both trying to enter the population.
In simulation experiments, we found that cooperation col-

lapses in populations where entrants are subject to constant
rigorous monitoring so that only cooperative agents are al-
lowed to enter, but conversely cooperation is maintained at
a high level when the entry of non-cooperative agents is
overlooked to some extent.
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ABSTRACT
We study the migration and behavior adoption patterns of
agents situated in geographically distributed communities.
We consider agents with two types of states or opinions, bi-
nary and continuous. Agents either probabilistically adopt
the predominant state in their community or migrate to an-
other community more supportive of their state. We observe
an interesting range of emerging population patterns based
on different migration and adoption biases.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Experimentation

Keywords
Opinion dynamics, Emergence, Migration, Adoption

1. INTRODUCTION
We are interested in studying emerging patterns of opin-

ions in population of agents in a society adopting one of
several choices or opinions as a convention or norm [1, 2].
We believe that agents are governed, among other forces, by
two somewhat conflicting but important influences: the de-
sire to “fit in” in their social environment, and the attraction
of environments more receptive or supportive of their prefer-
ences. We are therefore interested in investigating the issues
of “peer pressure” and migration inertia on the emergence of
divergent opinions in spatially distributed, yet connected,
sub-populations (communities). We believe that better un-
derstanding of opinion dynamics under such constrained in-
teractions and the interplay of behavior adoption and mi-
gration patterns can improve our understanding of real-life
multiagent systems and help us better design effective in-
teraction models and infrastructure to facilitate smooth, co-
herent functioning of such open multiagent systems.
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We assume that agents are communities that are con-
nected in some known topological structure. Each agent
may start with a bias for one of the several available opinion
options but can be influenced by other agents in its commu-
nity to change its choice. Agents also can leave for “greener
pastures,” i.e., if an agent is unsatisfied with the emergent
convention or opinion in its community, it may move to a
community perceived to have a more widespread support for
the option it prefers.

Agents’ opinions (choices) are represented by either binary
or continuous valued variables. The opinion oi of a binary
agent i can be either zero or one: oi ϵ{0, 1}. In real life,
people have different degrees of preference for the opposing
opinions. For modeling this situation, the opinion of a con-
tinuous agent, oiϵ[0, 1], can be interpreted as the probability
of adopting one of two possible states.

A community is assumed to have reached opinion consen-
sus, when all agents present in the community have the same
opinion. The entire population is said to have converged if
all communities have reached opinion consensus. The state
of a community is the average opinion over all its members.

We assume that agents prefer to interact with other agents
having similar opinions. Our agents are assumed to be cog-
nizant of the state of their community as well as those of the
immediate neighboring communities. Agents decide to stay
or migrate based on the dissimilarity between its opinion
and the state of its community. The migration probability,
P M

i , is a function of the disparity between opinion of agent
i, oi, and the state, sj , of its community: P M

i = |oi − sj |β ,
where β determines the migration inertia. If an agent de-
cides to migrate, it migrates to a more supportive neighbor
community with a higher probability.

Adoption is a result of social influence in communities.
Binary agents adopt the opposite opinion with a probability
proportional to the fraction of agents having opposite opin-
ion. Adoption probability of binary agent i in community j,
P A

i,j , is defined as follows: P A
i,j = |oi − sj |γ , where γ is used

to modify the adoption rate.
Continuous agents use an interaction based adoption. Each

agent randomly picks another agent in its community, they
flip coins biased by their respective opinion values; the re-
sult of the coin toss is either zero or one. If both agents pick
the same value, they are coordinated. Otherwise, there is
a conflict. When coordinated, agents increase or decrease
their opinion values simultaneously by a certain amount, ∆.
When a conflict occurs, they change their opinions in the
opposite way to the result of coin toss.
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(a) Heterogeneous communities: mod-
erate migration, conservative adoption

(b) Unanimous communities: eager mi-
gration, conservative adoption

(c) Clustered communities: eager mi-
gration, eager adoption

Figure 1: State and population distribution of communities of continuous agents

2. RESULTS
Simulation proceeds in discrete timesteps, where first mi-

gration and then adoption takes place in each timestep with
synchronous updates. We present results from experiments
with communities situated in a two-dimensional toroidal grid.
There are 100 communities and the initial population is 100
in each community. Agent opinions are initialized by using
a uniform distribution.

For conservative, moderate, and eager migration, the val-
ues of β are 10, 1, and 0.25, respectively. Binary agents use γ
parameter with a value of 0.33 for eager adoption and 3 for
conservative adoption. Conservative, moderate, and eager
adoption of continuous agents are represented by the values
of ∆: 0.01, 0.05, and 0.1, respectively. All combinations of
migration levels and adoption rates are analyzed.

Results show that increasing the migration tendency and
reducing the adoption tendency primarily affect the distri-
bution of community sizes. We observe an interesting emer-
gent pattern for high standard deviations of populations (ea-
ger migration and conservative adoption), the population of
some communities declines drastically or they can even com-
pletely “die out”. It is very likely such smaller communities
are attached to larger communities by the end of simula-
tions, thus demonstrating an emergent phenomena of big
cities with smaller suburbs.

The entire population converges in all cases except com-
munities of binary agents using eager adoption irrespective
of migration inertia. This is because even when the oppo-
site opinion is supported by only a small minority, eager
adoption makes them switch from the majority opinion. In
this case, binary agents become incredibly capricious: they
change their opinion frequently.

Figure 1 presents snapshots of the communities of con-
tinuous agents at the end of typical runs. A community is
represented by a circle whose size is proportional to its popu-
lation size. The size and state of a community are written on
the circle. The color indicates the state of the community:
black (white) circle means the state is 1 (0). Mixed states
are indicated with different shades of gray proportional to
its value.

Using low values of ∆ for adoption and relatively higher

migration tendency, we obtain a heterogeneous grid with
respect to the community sizes (see Figure 1(a)). Interest-
ingly, unanimous population (all communities converge to
the same opinion) is obtained with the continuous agents
using eager migration and conservative or moderate adop-
tion (see Figure 1(b)). The entire population is homoge-
neous with respect to both community sizes and opinions.
The population converges to one or zero, depending on the
initial average opinion of the entire population (whether it
is above or below 0.5).

The most interesting emergent pattern is shown in Fig-
ure 1(c) for continuous agents using eager migration and ea-
ger adoption. This grid consists of clusters of communities
of same opinion. Additionally, in contrast to the general
trend, the standard deviation of community sizes increase
as the adoption tendency increases in this case. The grid
is almost unanimous except for a couple of small communi-
ties converging to a differing opinion. When we look at the
convergence time versus the final population of communi-
ties: the larger communities appear to be converging earlier!
With the aid of high migration and adoption, some commu-
nities converge to a stable state earlier and become attractive
for the agents, who are willing to find a community where
they will be satisfied. It can be thought as agents appear to
be flocking towards the completely converged communities
since they are eager to migrate. These early adopters act as
“black holes” by sucking in deserters from surrounding com-
munities! The difference in the patterns of community sizes
in Figures 1(b) and 1(c) is due to the different convergence
time of the communities.
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ABSTRACT
Macroscopic and equilibrium-based models for traffic as-
signment and simulation disregard many details of traffic
movement. For some applications, one needs to understand
and analyze microscopic properties. This paper discusses an
agent-based simulation of route choice under different con-
ditions of demand generation, number, and types of travel-
ers. The effects of en-route decision-making and vehicle-to-
vehicle communication were tested in a real-world scenario.
The analysis has considered different classes of travelers,
which is only possible if a microscopic, agent-based simula-
tion is used. The main conclusion is that for travelers whose
trips are long, there is a benefit of using communication and
replan en-route, depending on the demand volume.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems

General Terms
Experimentation, Human Factors

Keywords
Traffic Simulation, Agent-based Simulation,V2V

1. INTRODUCTION
Macroscopic simulation methods for assignment of traffic

demand are generally based on equilibrium computation and
assume steady state conditions on the links. Thus it is less
useful when one intends to do microscopic investigations re-
lated to short time frames and travelers’ individual features
such as local perception of the traffic state, ability to com-
municate (e.g. by means of vehicle to vehicle communication
or simply V2V), or replan en-route. Also, the computation
of the exact equilibrium is not only a non-trivial problem,
but also it is probably a useless effort given that this equi-
librium will not last long due to the dynamic nature of the
environment. Therefore, we follow a different line, namely

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
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dynamic traffic network disequilibrium. Here, one basic as-
sumption of equilibrium-based approaches is relaxed: users
are no longer assumed to be fully and accurately informed.
Rather, disequilibrium research focuses on the adaptation
process by which users’ experiences in one period of time
affect their decisions in subsequent periods.

In order to tackle this detailed representation of the de-
mand and, especially, of the user’s adaptation, in the present
paper agent-based simulation is used. Thus, instead of using
volume-delay functions (functions that express the average
or steady-state travel time on a link in terms of volume in
this link) to estimate costs, the actual travel time of each
driver in each link results from the actual driving.

Intuitively one assumes that broadcasting information to
the user of a transportation network is only beneficial if it
is not the case that everyone receives the same information,
at least not in networks that operate close to the saturation
level in key portions of it. Therefore, the aim of this work is
to investigate whether drivers could do better by using only
local perception, i.e., the (partial) information is collected
by the driver itself. Later we extend this concept to include
information that is also gathered by means of V2V.

Several publications suggest the application of intelligent
agent architectures to different travel-related choice processes
such as route and mode choice. Agent based approaches
seem to be particularly relevant when networks are dynamic
or when dynamic information is available. As mentioned,
a large number of works about the effect of information on
route choice uses abstract scenarios based on static assign-
ment and/or VDF. These abstract scenarios are mostly in-
spired by congestion or minority games. Examples are for
instance Bazzan et al. [4] and Chmura and Pitz [3]. Simi-
lar goals to our work appeared in [1] but it was mentioned
that when en-route replanning is to be included, the situa-
tion becomes considerably more complicated. This explains
why en-route replanning is seldom considered in other ap-
proaches. Thus, the contributions of this paper are the use
of agent-based paradigms to simulate the effect of en-route
replanning and different levels of information.

2. METHODS
In order to implement this kind of simulation we use the

microscopic traffic simulator ITSUMO [2] to represent the
actual movement of the vehicles. Next we briefly describe
the main steps.

Demand generation. Demands are represented by an
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O-D (origin-destination) matrix. The O-D used here resem-
bles roughly the main origins and destinations of the city
of P. Alegre (Brazil). Besides these real-world data, in this
paper we also use a uniformly distributed demand. See [2]
for a discussion of these two types, in a smaller scenario.

Agent-based routing. ITSUMO allows the use of vari-
ous algorithms (Dijkstra, A*, ARA*, anytime and dynamic
shortest path algorithms for route computation). In [2] all
algorithms were evaluated with the conclusion that normally
A* is a good compromise between efficiency and cost. There-
fore here A* is used here. In the traditional, macroscopic
approach, routes are computed by a central entity and are
assigned to users. Then, an iterative process occurs in which
only some users’ routes are adjusted in order to converge to
the equilibrium. This makes sense in a centralized, non-
agent based approach in which there is no autonomy by the
agent itself. In contrast, in the agent-based case, given an
O-D pair, the agent’s knowledge about links traffic volume,
and an algorithm such as A*, the agent itself computes its
initial best route and departures. After, as the journey pro-
ceeds and more information is incorporated, this is used in
the next journey or even during the same journey to perform
some en-route re-planning.

Drivers and en-route re-planning. One of the impor-
tant features is the driver’s ability to re-plan during the trip
when facing congestion (henceforth en-route planning).

Types of Agents. Combining the capabilities and knowl-
edge of the agents, we came out with four kinds of simula-
tion: FNR stands for full knowledge and no replanning;
FR means that drivers do en-route replanning; P means
local perception (thus partial knowledge); PC is local per-
ception plus V2V. If the agent has access to full information,
it knows the current demand at all links. If it does not, it
may perceive it locally, thus having only partial informa-
tion. In this case, it only knows volumes of those links it
has traveled recently. Further, we test drivers equipped with
V2V devices, which enable agents to have further informa-
tion about traffic volume. Regarding en-route replanning,
this is done periodically and is based on the information the
driver has about the other links of the network.

3. SCENARIO AND RESULTS
Due to lack of space, we focus on the main conclusions that

were drawn after running the simulations for the different
demand sizes and all four classes of agents types. In all cases
we have analyzed the number of trips performed (within the
simulation horizon) and average travel time over all drivers
(given in simulation steps). To take advantage of agent-
based simulation, we have generated agents’ performances
by individual classes.

Analysis over All Classes of Trip Duration. When
all drivers are considered, drivers with full knowledge per-
form better than those with partial knowledge. However, the
important conclusions related to differences noticed when
different classes of trip duration are considered, as next.

Analysis Within Classes of Trip Duration. Intu-
itively, one expects that the effects of en-route replanning
and of the V2V be more significant for drivers whose trips
take longer. This is what was observed in most cases. How-
ever there are differences in performance if the demand is
uniform or O-D-based. In the former, for drivers whose trip
take long, PR and P outperform FR, which outperforms
FNR, i.e., partial information is valuable. In the O-D de-

mand, full knowledge pays off only if the driver is able to
replan en-route (the best performance is FR). There are
two reasons for this. First, local perception seems not to
be valuable (and hence neither V2V as this only spreads
non-accurate perceptions). This is probably due to the fact
that the network being big, the trips take long so that the
acquired knowledge is not accurate after some time. The
second is that if the driver is not able to replan en-route,
then there is a chance that many drivers plan their routes
over the same portion of the network and get stuck to them.

These results indicate that in more realistic network, as
it is the case of O-D demands, there is a positive utility in
performing en-route replanning when trips take a long time.
This is not the case regarding short trips, probably because
there is a cost of changing routes.

4. CONCLUSION AND FUTURE WORK
A summary of the investigations conducted by us is that

there are differences among distinct classes of drivers, re-
garding trip duration, type of knowledge and ability. A
macroscopic approach would only conclude that, for the
overall population of agents, having full knowledge is advan-
tageous. However, using a microscopic analysis that consid-
ers different types of drivers, it is possible to see that having
full knowledge seems to be advantageous only if replanning
is possible. We remark that the method proposed is general.
One needs only to plugin its own scenario and O-D descrip-
tion in ITSUMO in order to generate these kind of data and
analysis. Future work regards the decoupling of en-route re-
plan and communication in order to better understand the
effects of each.
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1. INTRODUCTION
Multi-agents based simulations (MABS) have been suc-

cessfully used to model complex systems in multiple areas.
However, a pitfall of MABS is that their complexity in-
creases with the number of agents and behaviors considered
in the model. For average and large systems, different phe-
nomena can simultaneously occur at different intermediate
levels and influence each other [2]. For instance, groups of
agents (flocks of birds, social groups, etc.) following sim-
ilar state’s trajectories may appear, evolve and disappear.
To describe and evaluate the evolution of groups, the ob-
servation of global and individual variables (like in [1]) is
not sufficient anymore. Moreover, because of the emergent
properties of complex systems, those groups may be unex-
pected, or their presence may even be unnoticed because no
suited variable or any other adapted observation mechanism
is provided in the simulator. The significance and even the
existence of groups can then be hidden by the usually huge
amount of available data. In this paper we introduce the use
of statistical based tools to assist the modeler in discovering,
describing and following the evolution of groups of agents,
by combining data clustering and value test. Our model can
be described within 5 main steps which will be illustrated
with a NetLogo library model example.

2. ANALYSIS MODEL
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2.1 Model selection : what do we study?
Our model is generic for a simulation data stream. It may

be generated directly from a simulation framework (NetLogo
in our application) or extracted from a log file (by simulating
an online data stream). We choose here the Bank Reservs
model, provided with Netlogo, where financial agents either
save money or borrow money via loans. In this model, some
global variables give an overview of an experiment: we can
observe phenomena as the stabilization of the total money
when the maximum amount of loans is reached, or follow
fixed groups of agents that depend on global parameters
(for instance 3 groups: negative wealth, wealth higher than
richThreshold and the rest). Even if these informations
are interesting, a more precise understanding of the model
behavior can not be reached with such global/local observa-
tion. For example, who are the wealthy agents? Do the rich
stay rich? This would be even more true for more complex
models, for which variable interactions are much more diffi-
cult to deduce than with such very simple toy simulation.

2.2 Data processing : what is the data?
A data matrix is generated every st steps. A line in the

matrix represents one agent’s state. These raw data are not
the only interesting variables for cluster’s generation and
analysis. From the set Vag of variables that describes the
agents, we generate the Vcalc and Vinit sets. In the Vcalc
set, several filters/agregators can be considered to enrich the
data stream. For now, we use one: for each variable, we add
a new variable computed as its moving average. The Vinit
set contains the initial values of Vag of every agent in the
simulation. By default, this initial variables are not used
in the clustering but used for the later cluster’s description.
The subset of variables used for the clustering Vclust has to
be selected at the beginning of the simulation. By default,
Vclust = Vag ∪ Vcalc.

2.3 Clustering: can we find homogeneous groups?
Clustering is performed on the Vclust data set in order to

generate homogeneous agent groups. Our objective is not
to propose a new clustering algorithm, and any clustering
algorithm may be used (in our application, any algorithm
of the Weka framework and the associated parameters). By
default, the XMeans clustering algorithm is used with the
classical similarity function based on the Euclidean distance.

2.4 Cluster’s description: how can we describe
them?

1353



Once the clusters are identified, and given A the entire
set of agents and AC the set of agents in a cluster C it is
possible to obtain easy-to-read descriptions of every cluster
by using the value tests V T calculation (equation 1). The
V T represents the significance of the average value E(Av

C)
of a given variable v for the agents in the AC set compared
to its distribution on the A set. Roughly, it can be described
as the difference between the average of the Cluster (E(Av

C))
and the global average (E(Av)) normalized by the standard
deviation (σ2(Av)):

V T (v, C) =
(E(Av

C) − E(Av))
√

( sizeof(A)−sizeof(AC)

sizeof(A)−1
× σ2(Av

)

sizeof(AC)
)

(1)

v is significant for the AC set if |V T (v, C)| ≥ 2. If V T (v, C) ≥
2, the value of v in AC is in average higher than in A (and
lower if V T (v, C) ≤ −2).

A global overview of all clusters retrieved in a simulation
makes it easy to compare clusters, to describe them and the
most significant variables in the simulation. For example :

”who are the wealthy?” We use our analysis tool with the
default configuration: Vclust = Vag ∪Vcalc. The clustering
step is fixed to st = 200 simulation steps. At each cluster-
ing step, clusters are identified, visualized in NetLogo (with
colors), and their extension and description are presented.
For example, in t = 400, three clusters are identified: a
”poor” cluster (114 agents, with low wealth, V T = −9.57),
a ”medium” cluster (20 agents) and a ”wealthy” cluster:
cluster9. This cluster is composed of the 66 rich people,
with high wealth (V T = 8.91), savings (V T = 9.68) and
few loans (V T = −3.93), the results for the associated mov-
ing average variables are similar. An interesting result is the
significant T0Wallet (V T = 8.81) variable, corresponding
to the wallet value of agents at the beginning of the simula-
tion. The wealthy people were significantly richer than the
average at the beginning of the simulation.

”what are the rich characteristics at each step?” At the
end of the simulation, a description of all the clusters ob-
tained at each step gives a global overview of the simula-
tion. In our experiment, it is always possible to identify a
wealthy and a poor cluster, and sometimes (like in t = 400)
a middle cluster. From their description, it is already pos-
sible to observe that the link between the wealth and the
initial wealth (the T0Wallet) is not significant anymore af-
ter t = 400 (|V T (T0Wallet, rich)| < 2 for t ≥ 400). It
may be related to the fact (observed with NetLogo global
observation) that bank has reached its loan limit (the total
money stops to increase around t = 230). However, to com-
pare clusters of different steps in this overview is difficult
since they are different both in intension and in extension
(see section 2.5). In a more complex model, cluster may
have a completely different meaning at different steps.

2.5 Cluster’s evolution: how do they evolve?
In order to describe the clusters’ evolution, we consider

two alternative hypothesis: either the extension or the in-
tension in every cluster is considered as stable.

Fixed extension:Do the rich stay rich?
The first possibility is to fix the extension of a cluster (its

population), at a given simulation step t. The description
of the cluster C is updated at every step. Since the agents in
the cluster stay the same, V T (vinit, Ct′) = V T (vinit, Ct)∀t′ >

t (unless some agents die or new agents enter the simulation).
If we consider for example the wealthy agent of cluster9,

the initial parameters values (Vinit) are stable (by defini-
tion). But for some other variables, all wealth-related, the
differences with the other agents decrease: both wealth,
saving and loans (absolute) V T values decrease. This mean
that, in average, the wealthy people of t = 400 are less and
less wealthy. Even if they are still significantly wealthier
than the average in t = 1200, but their loans variable is
already not significantly lower anymore from t = 1000.

Fixed intension:Do the rich stay the same people?
The alternative is to fix the intension of clusters. The in-

tension of a set of clusters is the function that allows to as-
sign an agent to the most relevant cluster. At each new step,
the intension function is used to determine which agents to
put in each cluster (some of them may be empty) and the
new descriptions are computed. For a cluster Ct, for every
timestep t′ > t a new cluster Ct′ is built. The description
of every Ct′ can be easily compared with that of Ct. Since
the cluster intensions are the same, the v-tests of the vari-
ables used in clustering (Vclust) are very likely to stay the
same. But the v-tests of other variables, especially those of
the initial variables (Vinit) of the agents may evolve (since
the population of the cluster changes).

In our example, for clusters of t = 400, all the variables
considered in clustering (Vclust) are by definition roughly
similar. However, the other variables evolve (in our exam-
ple, the initial parameters of the agents Vinit). cluster9 will
for example regroup the wealthy agents at each step, but the
number and the initial properties of its agents evolves. The
number of wealthy agent (card(cluster9, t)) stay approxima-
tively constant (66, 71, 56, 58, 65), but the evolution of the
initial parameters confirms the observation made with the
global overview: after t = 600 |V T (TOWallet, rich)| < 2
(the initial wealth of the agent (TOWallet) is not signifi-
cant anymore after t = 600).

3. CONCLUSIONS
The simulation’s observation framework that we present

here, provides the modeller with generic tools that allow
him/her to get a synthetic descriptive view of simulations.
It can be used to understand the dynamics of simulations
and to ease their validation. To allow the analysis of a
wide number of different type of simulations we are cur-
rently adapting our framework to both consider qualitative
and network variables and facilitate large simulations anal-
ysis. The latter will be done by integrating our framework
to GAMA[4] and to the SimExplorer/OpenMole[3] engine.
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ABSTRACT
In distributed environments where entities only have a partial view
of the system collaboration plays a key issue. In the case of de-
centralized service discovery in Service-Oriented MAS (SOMAS),
agents only know about the services they provide and their direct
neighbors. Therefore, they need the collaboration of their neigh-
bors in order to locate the required services. However, collabora-
tion is not always present in open and distributed systems. Non-
collaborating agents pursuing their own goals could reject forward-
ing queries from other agents; therefore, the efficiency of the de-
centralized service discovery could be seriously damaged. In this
paper we propose the combination of structural changes and incen-
tives based on utility in order to promote the collaboration in the
service discovery process.

Categories and Subject Descriptors
H. [Information Systems]

General Terms
Management, Performance

Keywords
Incentives, collaboration, service discovery, complex networks

1. SERVICE DISCOVERY SYSTEM
SOMAS are characterized by a finite set of agentsA = {a1, ..., an},

which offer their functionalities through services, and a set of links
L ⊆ A × A, which indicates the existence of a direct relationship
between two agents. It is assumed that the knowledge relationship
among agents is symmetric, so the network is an undirected graph.

In our model, agents are characterized by a tuple of five elements
(Si, Ni(t), sti(t),Ωi(t)) where:

• Si is the set of services provided by the agent

• Ni is the set of neighbors of the agent, Ni ⊆ A − {ai} :
∀aj ∈ Ni, ∃(ai, aj) ∈ L, and |Ni| > 0. It is assumed that
|Ni| � |A|. Links between agents are established based
on a social feature called homophily which measures the
similarity between agents considering the services that the
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agents offer. For a detailed mathematical treatment of how
homophily between agents is calculated, we refer the reader
to [4];

• sti(t) is the internal state of the agent at a given time t. It is
defined by a set of (q,#fw(t),#sfw(t),#rq(t),#q(t),#r(t), ε):

– q represents the query that the agent receives asking for
a service,

– #fw(t) is the number of queries that the agent for-
warded until time t,

– #sfw(t) is the number of queries that the agent for-
warded in a successful discovery processes until time
t,

– #rq(t) is the number of queries that the agent refuses
to forward until time t,

– #q(t) is the number of service requests attended by the
agent until a given time t,

– #r(t) is the number of service requests sent by an agent
until a given time t,

– ε is the threshold established by the agent to consider a
service similar enough to a query.

• Ωi = {ωi(t), ωj(t + 1), ...}: is the set of strategies used by
the agent. Each strategy defines its behavior at a given time
t.

Service discovery process in our system relies on the collabora-
tion of the agents. The process starts when an agent ai is looking
for an agent at that provides a service st. The agent redirects the
query to the most promising agent in its neighborhood. The most
promising neighbor, aj ∈ Ni, is the neighbor that is most similar to
the target agent at (higher degree of homophily) that has the high-
est degree of connection. The selection function that calculates the
most promising neighbor aj of an agent ai to reach the agent at is
described with detail in [4].

If aj does not offer a service that is similar enough, it chooses
between two options: to forward the query or to not forward the
query. If aj does not forward the query, it sends a reject message
to ai, and ai looks for another promising agent in its neighborhood
to redirect the query. If aj accepts forwarding the query, the query
is sent to the most promising agent in the neighborhood of aj . This
process is repeated until the agent that offers a service that is ’sim-
ilar enough’ is found or when the TTL (Time To Live) of the query
ends.
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2. STRUCTURAL CHANGES AND INCEN-
TIVES

Distributed systems rely on the collaboration of the entities that
participate in them. However, in open and heterogeneous environ-
ments, a common and more realistic situation is that selfish agents
appear [1]. It is important to provide mechanisms to be able to con-
front the situation where agents that are pursuing their own goals
without collaborating are damaging the performance of the overall
system [3].

2.1 Structural Mechanism
Through interactions, agents should be able to change their rela-

tions taking into account which neighbors provide profitable rela-
tionships and which do not. This feature is called social plasticity
[2]. In order to evaluate a link’s utility, an agent uses a decay func-
tion that evaluates the probability of maintaining a link considering
the number of queries rejected. This function is a sigmoid that
ranges between [0,1],

D(ai,aj)(#rq, t) = 1− 1

1 + b · e−(#rq−m)
n

, (1)

where #rq is the number of queries that have arrived to neighbor
aj from agent ai and aj decides not to forward at a given time t.
The parameters b and m are the displacement, and n is the steep-
ness. These parameters are adjusted by the agent. If a query is
forwarded through the link (ai, aj), #rq is updated to 0. Other-
wise, the #rq is increased by one unit.

In the case that the agent ai decides to break the link with neigh-
bor aj , ai looks for another agent to establish a new link in order to
maintain its degree of connectivity. We assume that any alternative
agent always accepts a new partner. There are different criteria for
establishing a new link with another agent in the network: establish
a link with a neighbor’s neighbor [2], look for a similar agent to me
in order to keep the homophily of the system, look for an agent
similar to the previous neighbor.

2.2 Incentive Mechanism
In our model, the strategies that an agent can choose at a given

time ωi(t) are : to collaborate or to not collaborate. Collaborating
in the service discovery scenario implies that the agent is going
to: forward queries, request services, and attend requests about its
services. If the agent decides not to collaborate, it means that the
agent is going to: request services and offer its services, but it is not
going to forward the queries of neighbors. Considering the possible
strategies and the actions involved in each strategy, the following
utility function is defined:

ui(ωi, t) =





#q(t) · PS −#r(t) +RS if ωi = not coll.
−#fw(t) ·Q+ #sfw(t) · SQ+ if ωi = coll.

#q(t) · PS −#r(t) +RS
(2)

where ωi is the strategy used by the agent at a given time t, and
#q(t),#sfw(t),#fw(t), and#r(t) is information of the inter-
nal state of the agent at a given time t (see Definition 1). In this
function each action in the model implies a cost (forwarding queries
(Q), and requesting a service (RS)) or a benefit (forwarding queries
in a service discovery process that ends successfully (SQ), and pro-
viding a service (PS)).

We assume that all the agents have the same payoffs. Agents are
rational entities that update their own behavior to maximize their
own benefit. They also take into account the utility of their direct
neighbors, and update their strategy. If the agent has a neighbor
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Figure 1: Evolution of collaboration in networks of 1000 agents
(300 C and 700 NC). Agents consider utility and plasticity.

that has obtained a higher payoff in the previous iteration, the agent
changes its strategy to the neighbors’ strategy.

2.3 Structural Changes and Incentives
The use of structural mechanisms such as social plasticity or in-

centives promote the emergence of cooperation. Nevertheless, in
scenarios where the predominant behavior is not to collaborate, the
separate use of these mechanisms is not enough. Social plasticity
could break the network and incentives cannot change the behavior
due to the high number of non-collaborators. Therefore, we pro-
pose the integration of both mechanisms in order to facilitate the
emergence of collaboration.

Basically, each agent evaluates its links considering whether or
not its neighbors are collaborating in the forwarding process. This
evaluation is done each time an agent receives or generates a query
(see Eq. 1). With the result of this evaluation, the agent decides
whether or not change its links. Moreover, in each iteration, each
agent updates its utility and compares it with the rest of its direct
neighbors. Based on this comparison, the agent decides whether or
not to change its behavior in order to improve its payoff in future
interactions. The results show that, even in scenarios where the pre-
dominant behavior is to not collaborate the collaboration emerges.
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ABSTRACT
Understanding the peer review process could help research
and shed light on mechanisms that underlie crowdsourcing.
We present an agent-based model of peer review built on
three entities - the paper, the scientist and the conference.
The model allows us to define a rich model of scoring, eval-
uating and selecting papers for conferences. Some of the re-
viewers apply a strategy (called “rational cheating”) aimed
to prevent papers better than their own to be accepted. We
show how programme committee update, based on disagree-
ment control, can remove rational cheaters.

Categories and Subject Descriptors
I.2.0 [ARTIFICIAL INTELLIGENCE]: General—Cog-
nitive simulation

General Terms
Algorithms, Human Factors, Design

Keywords
Artificial social systems, Peer Review, Agent-based simu-
lation, Trust, Reliability, Reputation, Cognitive Modeling,
Rational Cheating

1. INTRODUCTION
Peer review, the process that scrutinizes scientific contri-

butions before they are made available to the community,
lies at the core of the social organization of science. Curi-
ously, while the measurement of scientific production, that
is, the process that concerns the citation of papers - scien-
tometrics - has been an extremely hot research issue in the
last years, we can’t say the same for what concerns the pro-
cess of selection of papers, although some attention has been
focused on its shortcomings [3, 2].

Although being extremely important, the actual effective-
ness of peer review in ensuring quality has yet to be fully
investigated. While the heterogeneous review approach to
a decision between two options is supported by Condorcet’s
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jury theorem, if we move beyond simple accept/reject de-
cisions by considering scoring and ranking, we find several
kinds of potential failures that are not waived by the theo-
rem. To understand and possibly to apply policies to peer
review, we need more evidence coming from both the anal-
ysis and review of the process as it is, as well as from the
creation of numerical, agent-based models, that could be
validated both on the micro and the macro level.

The literature of simulation models about peer review is
scarce. In [5], the authors focus on an optimizing view of the
reviewer for his/her own advantage. To this purpose, they
define a submission/review process that can be exploited by
a rational cheater [1] strategy in which the cheaters, acting
as reviewers, reject papers whose quality would be better
than their own. They find out that a small number of ratio-
nal cheaters reduces rather quickly the process to random
selection. In this paper, we propose an more complete agent-
based model of peer review and we test how a simple mech-
anism based on disagreement control could help controlling
this kind of cheating.

2. THE PEER REVIEW MODEL
The key entities we identify within the peer review process

are: the paper, the scientist and the conference. Thus, the
proposed model represents the peer review problem by a
tuple ⟨S, P, C⟩, where S is the set of scientists playing both
the role of authors that write papers and the role of reviewers
that participate in the PC of a set of conferences C. Papers
produced by scientists have an associated value representing
their intrinsic value, and receive a review value from each
reviewer. These values are expressed as integers in an N -
values ordered scale, ranging from strong reject (i.e. value
1) to strong accept scores (i.e. value N).

Every scientist s ∈ S is represented by a tuple of the form
s = ⟨ap, aq, as, cd, rs, rt⟩. Regarding paper production, each
scientist has an associated author productivity ap, meaning
the number of papers uniformly written per year. The in-
trinsic value of each paper is calculated considering the au-
thor quality aq ∈ [1, N ] and the author skill value as ∈ [0, 1].
The latter represents production reliability, so that scientists
write papers of value aq with probability as, and of random
value with probability (1 − as). Each scientist also has an
associated reviewer skill value rs ∈ [0, 1] and a reviewing
strategy rt ∈ {normal, rational}. We model a noisy eval-
uation of papers, where the result of reviewing is accurate
with probability rs, and completely random with probabil-
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ity (1 − rs). Furthermore, rational cheaters punish those
papers whose intrinsic value is greater than his own author
quality (by scoring them with the lowest reviewing value),
thus trying to clear the way for their own papers.

Finally, conferences c ∈ C are represented by a tuple of
the form c = ⟨PC, av, I, pu⟩. Conferences employ a subset of
scientists PC ⊆ S as their programme committee, who ac-
cept those papers whose average review value is greater than
the acceptance value av. Additionally, conferences maintain
an image of each scientist that has ever been a PC member
(I), accounting for the disagreements with the other review-
ers. Disagreements are calculated on a paper basis as the
difference between the review value given by the reviewer
and the average review value for that paper. Thus, reviewer
images are used to update the PC by discarding the pu%
of reviewers with a higher ratio of disagreement. As a re-
sponse to each call for papers, scientists decide to submit
papers provided the distance between the estimated paper
value (authors perform on their paper the same noisy evalu-
ation seen before) and the conference acceptance value av is
less than or equal to the cautiousness degree of the author,
expressed by the integer value cd.

3. RESULTS
Here, we present the results of a set of simulations of the

proposed model involving 1000 scientists and 10 conferences
across 50 years. Each scientist writes 2 papers uniformly
distributed over the year (ap = 2). Paper intrinsic values
and review values are expressed in a 10-values ordered scale
from 1 to 10 (N = 10). Authors’ qualities (aq) follow a dis-
cretized bell shaped curve with mean 5.5 and symmetrically
distributed between 1 and 10, in the hypothesis that aver-
age papers are more common than either excellent or bogus
papers. Authors’ skills (as) and reviewers’ skills (rs) follow
a Uniform distribution in [0.5,1], that we consider a moder-
ate level of noise. With respect to the reviewing type (rt),
we only show results with rational cheaters up to 30% since
greater ratios reverse the system, ending up with no papers
accepted at all. For the conferences, parameters have been
set in order to reproduce two different experimental scenar-
ios that we call homogeneous condition (i.e. all av are equal
to 5.5) and heterogenous condition (i.e. av range from 1 to
10). The percentage of PC update is pu = 10%.

Our research hypothesis is that the PC update mecha-
nism proposed will effectively find out and expel the ratio-
nal cheater scientists. The argument that rational cheaters
will find themselves in disagreement with others every time
they act strategically makes sense and, in fact, in figure 1 we
can observe how rationals cheaters decrease substantially in
the conditions where they are more abundant. The PC up-
date mechanism results more effective in the homogeneous
condition than in the heterogeneous one (two-sided t test
with p-value of 0.036, comparing MR-30 and SR-30), since
the PC update mechanism fails in moving rational cheaters
away from the PC when the quality of the conference is low.

A deep analysis of the results has been conducted in order
to elucidate the effects of reducing the presence of rational
cheaters. Though, due to space reasons, we can barely men-
tion some of its main conclusions. The simulations show a
significant decrease of the number of papers that should be
accepted, but end up being rejected. In turn, as rational
cheaters are expelled, the number of accepted papers grows
to approach that of conditions without rational cheaters.

Figure 1: Percentage of Rational Scientists (rational
cheaters) under different conditions: homogeneous
(SR) and heterogeneous (MR) conditions with ini-
tial percentages from none to 30%.

4. CONCLUSIONS AND FUTURE WORK
Results from our simulations show how the mechanism

we introduced to control disagreement in the PCs is also
effective in removing most of the rational cheaters from the
process. The benefit for the system can be measured in
terms of the growing number of accepted papers and the
decrease in the number of mistakes (good papers rejected).

A next step in this research would be to ground our model
against data extracted from one of the several automated
conference review systems. However, this data has proven
surprising difficult to obtain. Not only the authors’ queries
to the owners of those systems went unanswered, but we
have come to learn that other researchers had the same sit-
uation (none of [4, 5] manages to ground their assumption
either). The difference between the immediate availability
of publication and citation data is especially striking.
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ABSTRACT
Trust mechanisms can allow an agent to identify the most
trustworthy entity to which a task should be delegated. Now
this entity may further delegate the task, ultimately result-
ing in a delegation chain representing the sub-delegation
process. Such delegation chains present a problem for cur-
rent trust evaluation mechanisms, as they typically which
reward or penalise a single agent rather than sharing re-
sponsibility among all members of the delegation chain. As
a result, decisions made on such incorrect trust values would
not be optimal, leading to degraded system performance. In
this paper we investigate the effects of sub-delegation on a
probabilistic trust model and propose a model of weighting
trust updates based on shared responsibility. We evaluate
this model in the context of a simulated multi-agent system
and describe how different weighting strategies can affect
probabilistic trust updates when sub-delegation is possible.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Theory

Keywords
Trust, Delegation Chains

1. INTRODUCTION
Marsh’s seminal thesis [1] identified the existence of an

implicit trust relationship in multi-agent systems (MASs),
and since then, researchers have investigated mechanisms
for computing — and acting based on — different trust lev-
els between agents [3, 4, 6]. Such systems have consistently
been shown to improve the overall utility of the MAS, with
poorly performing agents quickly garnering a low trust rat-
ing, which leads to others minimising their interactions with
them, thereby reducing the potential harm such untrustwor-
thy agents can cause to the system.
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Trust is critical for the successful delegation of tasks in
open MASs, whereby one agent requests that some other
agent execute a task on the first agent’s behalf. Most exist-
ing trust mechanisms assume interactions which affect only
the truster and trustee, and ignore the possibility of a task
being repeatedly delegated from one agent to another. We
refer to this sequence of delegations as a delegation chain,
with the agent originally desiring the execution of the task
at the head of the chain, the agent executing the task at its
tail, and other, intermediate delegators between them. Such
chains appear in a variety of applications (e.g. virtual or-
ganisations [2]). The core question we seek to address in this
paper is how the process of delegation (and sub-delegation)
should affect trust measures.

For example, if the agent at the end of a delegation chain
fails to achieve the delegated task, all agents in the chain
should share some of the blame. However, several intuitive
ways of apportioning this blame exist, and we seek to inves-
tigate the effects of each of these approaches on the system
as a whole. In seeking to answer this question our main con-
tribution is to describe and evaluate a model for updating
trust in the presence of delegation. Our approach consists
of a weighting scheme which discounts the change in trust
placed in an agent based on the outcome of a delegated task
and the agent’s position in the delegation chain.

As an example, consider the situation where Alice asks
Bob to book a hotel for her. Bob, being unfamiliar with ho-
tels, asks Charlie to perform the booking. Charlie delegates
this request to Debbie, who books a bad hotel, upsetting
Alice. Should Alice ever ask Bob to book a hotel for her
again? Intuitively, Bob has done nothing wrong; the delega-
tion means that Alice’s trust in Bob should be affected to a
lesser degree than Bob and Alice’s trust in Charlie, and in
turn, by Alice, Bob and Charlie’s trust in Debbie.

2. APPROACH
We evaluate different weighting measures over a simple

model of delegation. Our system consists of a set of agents,
each of which are capable of performing some tasks. Agents
also have communication links to other agents, and, if they
choose not to perform a task, can request that some agent
with which they can communicate, perform the task. Now in
order to encourage delegation, we assume that agents have
different levels of competence in performing different classes
of tasks. When an agent must perform some task, they can
deal with it in one of three ways, namely 1) decline the task,
2) delegate the task to another agent, or 3) perform the
task. Deciding between these three courses of action is done
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Figure 1: Average global utility gain

based on the agent’s own capabilities, and in the trust it has
in the agents it communicates with. The same task can be
repeatedly delegated, creating a path of agents responsible
for its fulfilment, which we refer to as a delegation chain.

We use Jøsang’s Subjective Logic based trust model [5].
While more complex trust models exist, the use of a rela-
tively straight-forward model simplifies our experiments and
allows us to highlight our contribution. Note that we leave
the repetitional dimension for future work – agents do not
obtain third-party opinions through communication.

Existing approaches to trust apportion blame without tak-
ing delegation into account. That is, the trust of the delega-
tor in the delegatee would be updated without taking into
consideration any other agent in the delegation chain. In
such cases, we argue that it is appropriate to update our
trust in the various agents in a delegation chain to different
degrees, to reflect the fact that a particular outcome should
not reflect equally on all the agents’ responsibilities for this
outcome, and therefore on their trustworthiness.

We evaluated several different trust update mechanisms,
which allow an agent to update its trust rating in all sub-
sequent agents in the chain. These mechanisms weigh trust
based on position in the delegation chain, and are as follows:
Uniform Weighting, where a responsibility is distributed
evenly among all in-chain agents; All-First/-Last Weighting,
where all weight is applied to the first/last agent; Increas-
ing/Decreasing Weighting, where increasing/decreasing) pro-
portions of weight are applied applied to consecutive agents
in the chain; and Full Weighting, where all agents receive
full weight. Intuitively, we seek to weigh trust according to
an agent’s responsibility for the final outcome, and evaluate
the performance of different models of responsibility.

3. EVALUATION AND DISCUSSION
The different trust update mechanisms were evaluated via

simulation. Agents interact over a number of rounds with
partners of varying trustworthiness. Figure 1 shows the per-
formance of the system (with respect to global utility) when
using different weighting functions.The Decreasing and All-
Full weighting functions appear to perform best.

While it appears attractive, the AllFull model is prob-
lematic as it is inherently unfair; intermediate agents are
penalised (or rewarded) as if they performed the task alone.

While this leads to a rapid convergence of performance,
strategically minded agents could collude to abuse this ap-
proach. For example, agents pass a task around unneces-
sarily within a group, before finally delegating to a highly
trusted individual, so that each agent in the group receives
a full positive trust update without having to perform the
task. Using the Decreasing mode prevents this possibility,
as each sub-delegation reduces the weight applied to each
agent in the chain. Investigating such strategic aspects of
each weighting function will form one area of future work.

An important feature of our approach is that it places
few constraints on the particular trust model used, requir-
ing only that the model permits discounted or weighted up-
date. This is already an important feature of many promi-
nent trust models [4], which use discounting to reduce the
impact of older experiences on trust assessments, allowing
trust models to cope with dynamic behaviour.

Apart from investigating how repetitional information can
be included in our model, as future work we intend to ex-
amine how partial observability of the delegation chain can
be dealt with. We also intend to investigate more complex
delegation behaviours between agents (e.g. task splitting).

4. CONCLUSIONS
This research addresses a new and exciting aspect of trust

in multi-agent systems, namely how trust should be up-
dated in the context of delegation. Such an approach has
many practical applications. In both human and computa-
tional domains, one could ask how contractors should trust
each other when tasks may be “outsourced” to other par-
ties, and when trustors may be unable to control or observe
this outsourcing process. In such situations, our model al-
lows one to apportion responsibility between individuals in
a fine grained manner, leading to improved overall system
behaviour. We have shown that the choice of weighting func-
tion significantly affects the utility of the system. While our
approach goes some way towards addressing delegation, it
forms only a first step in investigating this aspect of trust,
and many exciting avenues of future research remain open.
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ABSTRACT
The problem of unfair testimonies remains to be a big con-
cern in reputation systems. To address this problem, we pro-
pose a witness trustworthiness model based on Dempster-
Shafer theory for reputation systems using multi-nominal
testimonies. The proposed approach uses Dempster-Shafer
theory to model a witness’s trustworthiness from both per-
sonal and public aspects. Experimental evaluation demon-
strates promising results of the proposed approach in mod-
eling witnesses’ trustworthiness and adapting to the buyer
specified subjective difference tolerance level.

Categories and Subject Descriptors
I.2.11 [ARTIFICIAL INTELLIGENCE]: Distributed Ar-
tificial Intelligence – Intelligent agents, Multiagent systems

General Terms
Design, Measurement

Keywords
Reputation System, Unfair Testimony, Dempster-Shafer The-
ory

1. INTRODUCTION
The problem of “unfair testimonies” remains to be a big

concern in reputation systems. In our previous work [2] [3],
we proposed to use clustering to filter unfair testimonies.
But the previous approaches cannot exactly indicate how
trustworthy the testimonies can be. In this paper, we pro-
pose a novel approach based on Dempster-Shafer theory [4]
to address the problem of unfair testimonies. The proposed
approach uses Dempster-Shafer theory to model a witness’s
trustworthiness to indicate how trustworthy a witness is by
adapting to the subjective difference tolerance level specified
by the buyer.

2. THE PROPOSED WITNESS TRUSTWOR-
THINESS MODEL
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Suppose that there are N sellers {S1, S2, . . . , SN} in a rep-
utation system. Now a buyer B is evaluating a seller Si’s
(1 ≤ i ≤ N) reputation. To facilitate B’s evaluation regard-
ing S’s reputation, B may request ratings from other buyers
who had transactions with Si before. From B’s point of
view, these buyers providing ratings regarding Si are called
witnesses, and the ratings provided are called testimonies.
Now a new problem arises – how does B know a witness W ’s
testimonies are trustworthy? To address this problem, we
propose using Dempster-Shafer theory to model a witness’s
trustworthiness from both personal and public aspects.

The witness W ’s personal trustworthiness is evaluated
through comparing W ’s testimonies with B’s personal rat-
ings regarding all the sellers. Suppose a transaction be-
tween B (or W ) and a seller Si happens at time t. After
the transaction is completed, the rating from B (or W ) is
rtB,Si (or rtW,Si), which is a value k from the integer set of
{1, 2, ...K} (K is the number of rating levels the reputation
system adopts). Suppose in a time period [µ, µ + ε], B has
a rating vector Rµ,µ+εB,Si

and W has a rating vector Rµ,µ+εW,Si
.

Then [µ, µ+ ε] is partitioned into some consecutive elemen-
tal time windows [5]. For each rating rtB,Si in Rµ,µ+εB,Si

, we

find a mapped rating rt
′
W,Si

in Rµ,µ+εW,Si
. The mapped rat-

ing should be the rating provided by W at time t′ which is
closest to time t and in the same elemental window. Then
< rtB,Si , r

t′
W,Si

> is called a rating pair. We calculate the dif-

ference d as rtB,Si−rt
′
W,Si

for the rating pair. d has a total of
2K−1 possible values and −(K−1) ≤ d ≤ K−1. We count
the number of d happenings as αd in all elemental windows.
According to subjective logic [1], we assign the Basic Belief
Assignment function (BBA) [4] for Si. After we get the
BBAs for the N sellers, we use the Dempster-Shafer combi-
nation rule [4] to combine the N BBAs together. Denote the
combined BBA as m and corresponding belief function [4]
as Bel. The witness W ’s personal trustworthiness TPerW is
calculated as:

TPerW = Bel({d|σ1 ≤ d ≤ σ2}) =

σ2∑

σ=σ1

m({d}) (1)

where −(K − 1) ≤ σ1 ≤ σ2 ≤ K − 1. We call σ1 ∼ σ2

as the buyer’s subjective difference tolerance level, meaning
the extent of the subjective difference the buyer can tolerate.
For example, if σ1 = −1 and σ2 = 1, it means that the
buyer considers the witnesses whose testimonies have −1,
0, and +1 difference from the buyer’s personal opinions as
acceptable and trustworthy.
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The witness W ’s public trustworthiness value is calculated
through comparing W ’s ratings with other witnesses’ rat-
ings regarding all the sellers. Suppose there are other L
witnesses, W1,W2, . . . ,WL, for a seller Si for whom W pro-
vides testimonies. We still partition the time period into
some elemental windows. Now we only consider the last
rating provided by each witness regarding Si in each ele-
mental window. Suppose in an elemental window, the last
rating provided by the majority witnesses is rlastmajority,Si

and

the last rating provided by W is rlastW,Si
. We calculate the dif-

ference d′ as rlastmajority,Si
−rlastW,Si

. d′ still has a total of 2K−1
possible values. By counting the number of d′ happenings
as αd′ in all elemental windows, we have the BBA assign-
ment for Si. Then we can get the combined BBA and belief
function after combining the BBAs for the N sellers. The
public trustworthiness TPubW is calculated using the similar
equation as Eq.(1) in the personal trustworthiness part.

Finally, we calculate the weighted sum of personal trust-
worthiness and public trustworthiness as the estimation re-
garding W ’s trustworthiness. The weights of the personal
trustworthiness ωper and public trustworthiness ωpub are as-
signed based on the uncertainty in the personal trustworthi-
ness part. The more uncertainty in the personal trustwor-
thiness part, the more public trustworthiness is required to
be considered. As the last step, the witness W ’s trustwor-
thiness TW is calculated as:

TW = ωper × T perW + ωpub × T pubW (2)

3. EXPERIMENTAL STUDIES
We simulate an e-commerce environment to investigate

the witnesses’ trustworthiness using the proposed model.
Five rating levels are adopted. We simulate 20 sellers and
51 buyers. From the last buyer’s point of view, the first
50 buyers are witnesses. We simulate two types of unfair
witnesses. The first type is D-shifting witnesses who report
real rating adding D rating level, where D is from the value
set {−4,−3,−2,−1, 1, 2, 3, 4}. The second type is random
witnesses who report a randomly selected rating level except
the real rating. We simulate 2000 time units (a time unit
can be a minute, an hour, a day..., depending on different
reputation systems) and run 100 rounds for each simulation
scenario to achieve a statistical accuracy. For each buyer’s
transaction, a seller is randomly selected. The rating for
each transaction is simulated from a normal distribution.

Figure 1 shows the witnesses’ trustworthiness changes with
the number of elemental windows when the length of an el-
emental window is 100 time units and there are 30% unfair
witnesses. Figure 1(a) and (b) show the results when the
subjective difference tolerance level is set as σ1 = σ2 = 0
and σ1 = −1 and σ2 = 1, respectively. According to the
results, the witnesses’ trustworthiness value will stabilize af-
ter about 10 elemental windows which are 1000 time units.
When σ1 = σ2 = 0, only the 0-shifting witnesses can get
a high trustworthiness value. When σ1 = −1 and σ2 = 1,
the -1-shifting and 1-shifting witnesses can also get a high
trustworthiness value. Therefore, the buyer can use σ1 and
σ2 to indicate the subjective difference tolerance level that
is acceptable.

4. CONCLUSIONS
In this abstract, we proposed a witness trustworthiness
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Figure 1: Trustworthiness changes with the number
of elemental windows

model based on Dempster-Shafer theory to address the prob-
lem of unfair testimonies in reputation systems. Our ap-
proach models a witness’s trustworthiness from both per-
sonal and public aspects. It supports reputation systems
using multi-nominal rating levels, and provides buyers a
great extent of flexibility to identify the trustworthy wit-
nesses by specifying their own subjective difference tolerance
level. Experimental results show that the proposed approach
can effectively model witnesses’ trustworthiness and adapt
to the buyer’s specified subjective difference tolerance level.
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ABSTRACT
In multiagent scenarios, subsets of a population (coalitions) may
attempt to cooperate, for mutual benefit. We present a technique
for detecting the presence of coalitions (malicious or otherwise)
and identifying their members, and demonstrate its effectiveness.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence-
Multiagent Systems

General Terms
Experimentation, Security

Keywords
Coalitions, Collusion, Trust and Reputation, Multiagent Systems

1. INTRODUCTION/RELATED WORK
In multiagent systems, groups of agents (coalitions) may seek to

coordinate their activities in some way, to further their goals; where
such activity is unwelcome, it may be called collusion. Coalitions
represent a persistent and pervasive problem for many multiagent
systems. Despite this, there has been little progress towards a so-
lution. Here, we present a technique for detecting coalitions in
an environment, and for identifying coalition members. Detection
might, e.g., allow remediation, or might serve as a deterrent.

Because our approach is based on the concept of benefit rather
than on domain-specific features, and because it requires no knowl-
edge of the plans in use, we believe it to be applicable to a wide
variety of domains: e.g., cheating in games, ‘shilling’ or ‘astroturf-
ing’, or insurgent activity. Here, we apply our technique to trust and
reputation systems for marketplaces, where two forms of collusion
are well-known problems: ballot-stuffing (false positive reviews, to
inflate teammates’ reputations), and bad-mouthing (false negative
reviews, to damage competitors’ reputations). Both attacks seek to
improve team members’ chances of being selected by other agents.
We demonstrate strong detection performance, with excellent resis-
tance to false positives. As such, this work represents an important
step towards addressing the challenges posed by coalitions.

Key characteristics of the scenarios of interest should be noted.
First, we have no knowledge of communication or sharing of re-
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sources by coalition members outside the system. Second, and im-
portantly, we assume no knowledge of the plans in use.

While several areas of research share some relation to our prob-
lem, the work in each targets fundamentally different scenarios than
our own. Coalition formation and stability (e.g., [4]) assumes, for
example, that the capabilities of agents, and payouts, are known.
Similarly, work in multiagent plan/behavior recognition (e.g., [5])
assumes known plan libraries. Community finding, in social net-
works (e.g., [3]), typically uses metrics (e.g., connectivity, frequency
of interaction) that are of limited value for our problem.

2. METHOD
Because we have no access to a plan library, our method must

rely on fundamental properties of the observable actions themselves.
In particular, self-interested agents belong to coalitions because
they expect to improve their benefit (or reduce harm done to them).
We might expect that coalition members are more likely to help one
another than to help outsiders, and/or more likely to harm outsiders
than to harm one another. The important insight is that because
coalition members favor the same set of agents (each other), there
is likely similarity in terms of the agents they benefit, and harm.

Our technique is a two step process. First, we identify ‘candi-
date’ sets of agents; second, we characterize each candidate group
as either a coalition, or not.

We define the benefit space as a high-dimensional space reflect-
ing the degree of benefit (and harm) rendered to each agent in the
system. This is a key insight—the benefit space formulation al-
lows possible coalitions to be detected using existing tools such as
clustering. Specifically, given N total entities in the system, the
benefit space B is a space RN , where the value in each dimension
βi represents an amount of net benefit (i.e., total benefit minus to-
tal harm) to entity i. Each entity maps to a point in the benefit
space, reflecting the amount of (observable) net benefit it has ren-
dered to each entity in the system. Because members of a coalition
are likely to be similar in terms of the sets of agents that they fa-
vor, we would expect them to be close in this benefit space. Using
Euclidian distance as our dissimilarity measure, we have used k-
means clustering to partition the population P into a set of clusters
{C1, C2, ..., Cn}, each of which is a candidate coalition.

Similarity does not necessarily imply that a set of agents is a
coalition; for example, agents may simply have similar preferences,
so they select the same sellers. Thus, we must characterize each
candidate cluster to determine if it is, in fact, a coalition. We might
expect a true coalition T to be more ‘self-serving’ (i.e., benefiting
each other more than outsiders) than a ‘non-coalition’ group G. In
this case, we would expect the benefit flowing from members of T
to members of T to be greater than the benefit flowing from mem-
bers ofG to members ofG. (Similarly, we might expect a coalition
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to damage outsiders more than a ‘normal’ group would. The dis-
cussion of this is omitted, for brevity.) Consider any given set of
agents S, wherem = |S|. There arem(m−1) (directed) relation-
ships between agents in S. The average benefit (per relationship)
flowing from agents in S, to agents in S, then, is:

β̄S =

∑
i∈S
∑
j∈S,j 6=i βj(i)

m(m− 1)
(1)

Using Formula 1, we can find β̄C , the average benefit within C. To
know whether the computed value is abnormally high, we need a
benchmark to which to compare it. For this, we take random sam-
ples of m agents (drawn from the entire population P , including
agents in C). For each sample G, we compute β̄G, using Formula
1. Doing so over a large number of samples, we estimate the mean
and standard deviation over β̄G. With this, we can estimate the
probability of obtaining a measure as high as β̄C by chance, using
the normal distribution. If this probability is too low (i.e., below α,
a parameter), we conclude that members of C abnormally benefit
one another; we label all agents in C as coalition members.

3. EXPERIMENTAL SCENARIO/RESULTS
Real-world colluders do not willingly reveal themselves as such,

making it problematic to obtain real-world, labelled data that might
be used for validation. Thus, the TREET marketplace testbed [2],
populated by buying and selling agents, was used to validate our
technique. Populations of 1000 agents made use of the Beta Repu-
tation System [1]. Coalitions attempted to improve profits by bad-
mouthing or ballot-stuffing. For each combination of parameter
values, 10 trials were run (except where noted); the figures reported
reflect the aggregate results across trials. The measure of benefit
used to detect coalitions was the net sum of the review values given
(counting a positive review as +1 and a negative review as −1),
weighted by the dollar value of the transaction. After applying our
technique, our classifications were compared to the true, hidden
class of each agent to determine accuracy.

In the first set of tests, we evaluate the technique where exactly
one coalition is present in the population. First, we consider coali-
tion members engaged in bad-mouthing. These results are shown
in Figure 1a, which contains three series. ‘Avg. Overall accu-
racy’, shows the percentage (across all trials) of agents that were
accurately labelled as either coalition members or non-members.
This metric can be misleadingly high, however, especially when
the number of colluders is low. The second series, ‘Avg. Coali-
tion accuracy’, depicts the fraction of coalition members that were
accurately labelled as such. (This is equivalent to recall.) This
shows that some colluders were missed for the smallest coalition
size, but in general, performance is excellent. The third series,
‘Avg. False Positives’ shows the number of non-coalition mem-
bers that were mistakenly identified as coalition members. (This
value is equal to 1− precision.) This was zero, in all trials. Results
for the ballot-stuffing case are depicted in Figure 1b; performance
is slightly weaker, but very strong.

While performance is strong with exactly one coalition, it may
be the case that there is no coalition present in a given population.
Such situations provide a good test of the algorithm’s resistance
to false positives. We ran 120 trials with zero coalitions. In to-
tal, 3 agents were wrongly labelled as coalition members (a rate of
0.000025).

Just as a population might contain no coalitions, it might also
contain multiple coalitions. We ran trials with up to 4 coalitions.
The results for bad-mouthing are displayed in Figure 2a; those for
ballot-stuffing are shown in Figure 2b. For clarity and brevity, false
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(b) Ballot-stuffing.

Figure 1: Coalition detection accuracy, single coalition.
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(b) Ballot-stuffing.

Figure 2: Coalition detection accuracy, multiple coalitions.

positive rates have been omitted from these charts. Again, they
were zero in the vast majority of cases, and very low in the others.

Overall performance is quite strong, in all cases. As in the single-
coalition cases, performance is somewhat better for bad-mouthing
than for ballot-stuffing; similarly, the general pattern of weaker
performance on smaller coalitions is again evident in the ballot-
stuffing data. Perhaps most importantly, note that there is no clear
correlation between number of coalitions and performance: increas-
ing the number of coalitions does not have the detrimental impact
on performance that one might expect.
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ABSTRACT
Current deployed reputation systems simply aggregate nu-
merical ratings provided by buyers, but overlook the buyers’
subjectivity difference in evaluating the transactions with a
seller. To address this problem, we propose a subjectivity
alignment approach for reputation computation (SARC).

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
agents; K.4.4 [Electronic Commerce]: Trust, Reputation

General Terms
Algorithms; Design

Keywords
Subjectivity Alignment; Reputation System; Bayesian Learn-
ing; Intelligent Buying Agent

1. INTRODUCTION
Reputation systems [3] have been proposed to model the

trustworthiness of sellers in e-marketplaces where buyers
who previously bought products from a seller share their ex-
perience, normally in the form of a numerical rating. These
ratings are aggregated to represent the seller’s reputation.
However, a rating is subjective evaluation of a seller by a
buyer within the context of a specific transaction. Different
ratings could be given for the same transactions by different
buyers. Two aspects contribute to the subjectivity differ-
ence among buyers: 1) intra-attribute subjectivity, the sub-
jectivity in evaluating the same attribute of a transaction;
2) extra-attribute subjectivity, the subjectivity in evaluating
different attributes of a transaction.

To address the subjectivity difference issue, we propose
a subjectivity alignment approach for reputation computa-
tion (SARC). In SARC, buyers’ subjectivity is learned based
on the ratings and detailed reviews they provide about the
objective attributes of their transactions with sellers. More
specifically, SARC separately learns the intra-attribute sub-
jectivity and extra-attribute subjectivity of buyers. Buyers’
intra-attribute subjectivity is modeled using Bayesian learn-
ing. Their extra-attribute subjectivity is learned using a re-
gression analysis model. Ratings provided by one buyer can
then be aligned (converted) for another buyer according to
the two buyers’ subjectivity.
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2. THE SARC APPROACH
In an e-marketplace, each buyer is equipped with an in-

telligent (buying) agent. We denote the set of buyers by
B = {b1, b2, . . .}. The set of agents equipped by correspond-
ing buyers is denoted by A = {a1, a2, . . .}, and the set of
sellers are referred to as S = {s1, s2, . . .}. The set of objec-
tive attributes for describing a transaction between a buyer
and a seller is denoted as F = {f1, f2, . . . , fm}. Each rating
provided by a buyer for a seller is from a set of predefined dis-
crete rating levels L = {r1, r2, . . . , rn}. For a buyer bi ∈ B,
the goal of her buying agent ai ∈ A is to accurately compute
the reputation value of a target seller sj ∈ S, according to
bi’s subjectivity. To achieve the goal, ai needs to consider
the ratings of other buyers (advisors) that evaluate the sat-
isfaction levels about their past transactions with seller sj .
Due to the possible subjectivity difference between buyer bi

and the advisors, agent ai also needs to align/convert ratings
of each advisor (for example bk) using our SARC approach.

More specifically, at the beginning of buyer bi’s interac-
tions with the system, agent ai asks bi to provide a rating
for each of her transactions with a seller (which can be any
seller in S). Buying agent ai also asks bi to provide detailed
review information about each transaction containing the
values of the set of objective attributes in F . Based on the
provided information (rating-review pairs), agent ai models
a set of correlation evaluation functions (CEFs) for buyer bi,
capturing bi’s intra-attribute subjectivity. Each correlation
evaluation function is represented by a Bayesian conditional
probability density function that models the correlation be-
tween each rating level and each objective attribute:

CEFbi
u,v = pbi(fu | rv) =

pbi(rv | fu) × pbi(fu)

pbi(rv)
(1)

where CEFbi
u,v is the correlation function between attribute

fu ∈ F and rating level rv ∈ L for buyer bi; pbi(rv) refers
to the probability that buyer bi provides a rating rv; pbi(fu)
is the probability distribution of the values for attribute fu,
and pbi(rv | fu) is the conditional probability of rating level
rv given the distribution of the values for attribute fu.

The learned CEFs of buyers will be shared with each other
buyer’s agent. For a rating provided by the buyer (advisor)
bk, agent ai can then derive a rating for each attribute fu ∈
F , based on the CEFs shared by bk’s agent ak and those of
buyer bi’s own. We use a Näıve Bayesian Network model to
learn the mapping from rbk of buyer bk to the ratings of bi

for the attributes. Take any fu ∈ F as an example attribute,
agent ai first estimates the conditional probability of a rating
level in L for attribute fu, given rating rbk provided by buyer
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Figure 1: (a) Performance Comparison in the Basic Environment; (b) Performance When Varying Ratio of
Lying Buyers; (c, d) Performance for Sellers’ Changing Behavior and Buyers’ Changing Subjectivity

bk. Take any rating level rv as an example, ai computes
pbi(rv,fu |rbk ), the conditional probability that buyer bi will
assign the rating level rv,fu to attribute fu given the rating
rbk of buyer bk:

pbi(rv,fu |rbk) =
pbi(rv | fu) × pbk(fu | rbk)

pbi(fu | rv)
(2)

where pbk(fu | rbk) is learned by agent ak of buyer bk using
Equation 1 and shared by agent ak to agent ai, pbi(fu | rv)
is learned by ai itself using Equation 1, and pbi(rv | fu) is
obtained by agent ai from the rating-review pairs provided
by its buyer bi. What is derived for fu is a set of probability
values, each of which corresponds to a rating level in L. The
rating level with the highest probability will be chosen as the
rating for fu, rbi

u,k.
Based on the provided rating-review pairs by bi, agent

ai also learns the extra-attribute subjectivity of buyer bi,
which is represented by a set of weights for corresponding
attributes in F . The weight of fu is determined by two fac-
tors: 1) the probability value of the rating derived earlier,
Cu; and 2) the importance of the attribute learned using
a regression analysis model, Iu. These weights will not be
shared with other buyers. Once they are learned, the aligned
rating (rbi

k ) from that of advisor bk can be computed as the
weighted average of the derived ratings for the attributes:

rbi
k =

∑m
u=1 rbi

u,k × Cu × Iu∑m
u=1 Cu × Iu

(3)

3. EVALUATION
We simulate an e-marketplace involving 50 sellers and 200

buyers. Sellers may provide different products with different
attribute values. Buyers may have different subjectivity in
evaluating their transactions with (the products of) sellers.
We also set several important parameters for our simula-
tions, including information availability, dynamic behavior
of sellers, dynamic subjectivity of buyers, ratio of liars (dis-
honest buyers), and granularity of rating scale. We vary the
values of these parameters to simulate basic, deceptive and
dynamic environments, respectively. In the experiments, we
compare our approach with some representative competing
approaches: a baseline approach without subjectivity align-
ment, TRAVOS [2] and BLADE [1].

In the basic environments without deception, seller dy-
namic behavior or buyer dynamic subjectivity, SARC can
more accurately model sellers’ reputation than the other
three approaches (Figure 1(a)). We also test some parame-
ters including the ratio of objective attributes, the number of
detailed reviews, the granularity of rating scale, and the ra-
tio of shared interactions. We find that in different settings,

SARC still has better performance than BLADE. In the de-
ceptive environments where some buyers may intentionally
lie about their past experience with sellers (Figure 1(b)),
SARC still performs much better than the other approaches.
It is not dramatically affected by buyers’ deception because
it treats deceptive buyers as the ones with different subjec-
tivity, and aligns the ratings from them effectively. In the
dynamic environments where sellers may change their pro-
vided products (Figure 1(c)), SARC performs consistently
and is independent of sellers’ behavior change. The perfor-
mance of other three approaches gets worse as sellers become
more probably to change their behavior. When buyers may
vary their subjectivity during a certain period of their inter-
actions with sellers, Figure 1(d) shows that SARC contin-
ues to perform positively, while the performance of BLADE
gets closer to the baseline approach, and TRAVOS performs
worse than the baseline approach as Pbuyer increases.

4. CONCLUSIONS
We proposed a subjectivity alignment approach for repu-

tation computation, SARC, to address the subjectivity dif-
ference problem. It performs better than the other three
approaches, and can more accurately and stably model sell-
ers’ reputation. It is capable of coping with environments
with deception and dynamic buyer and seller behavior. The
requirement of detailed reviews and objective attributes is
not very restrictive. For future work, we will conduct ex-
periments on real data to further verify the robustness and
efficiency of SRAC in addressing the subjectivity difference
problem for reputation computation.
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ABSTRACT
Social conventions are important for establishing and main-
taining coordination in groups of agents, especially where
there is no centralised control. As individuals interact, learn,
and update their strategies, effective coordination can be
achieved through the emergence of suitable conventions. In
this paper we (i) show how the structure of a population
affects convention emergence, (ii) demonstrate how fixed
strategy agents can manipulate emergence, and (iii) eval-
uate strategies for inserting fixed strategy agents.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence — Multiagent systems

General Terms
Experimentation

Keywords
Conventions, Norms, Emergence, Social Influence

1. INTRODUCTION
Social conventions are behaviours or strategies that are

generally accepted in a society as describing how to act in a
particular situation, and effective conventions can facilitate
effective coordinated action. Where centralised control is
lacking, conventions can emerge from the local interactions
and observations of self-interested individuals [1]. This is a
form of social learning in which individuals learn from re-
peated interactions with multiple agents in the population.
Many previous investigations assume that agents can per-
ceive the actions, strategy and payoffs of those with whom
they interact. Although sometimes possible, in general we
cannot make such an assumption, and so we limit an agent’s
perception to knowledge of its own payoff. There has been
little exploration of settings in which observations are re-
stricted in this way, with some notable exceptions such as
the work of Sen et al. [2, 3] and Villatoro et al. [4]. Previous
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work on convention emergence has also typically given lit-
tle consideration to the importance of the network topology
that constrains interactions, the size of the action space (i.e.
the number of possible actions, or candidate conventions),
the effect of previous interactions on the rewards received,
and the effect of fixed strategy non-learning agents.

Where agents in a population learn and adapt based on
interactions with others, inserting a small number of non-
learning individuals can influence the direction in which the
population evolves [2]. In this paper we investigate the effect
of fixed strategy (FS) agents on convention emergence, while
addressing some of the limitations of previous work.

2. THE SOCIAL LEARNING MODEL
We consider agents that are situated in a network topol-

ogy, with agents’ interactions being restricted to their neigh-
bours. Many previous investigations have considered com-
pletely connected or regular networks. However, in most
social networks the degree distribution of nodes is typically
highly skewed, with a few nodes having an unusually high
degree. In this paper we explore topologies that repre-
sent properties observed in real-world environments, namely
scale-free and small-world networks, along with random net-
works as a base case for comparison1.

We modify the interaction game defined by Villatoro et
al. [4] to support m actions (m > 2). The reward for an in-
teraction depends on the current and previous choices, mod-
elling the social pressure that arises from the history of in-
teractions. Each agent x has a fixed length FIFO memory
Mx recording the most recent l actions that it has selected.
Each time step each agent randomly selects one of its neigh-
bours, and both agents choose which of the m actions they
will take. If an agent selects the majority action, as rep-
resented in the combination of the two memories, then its
payoff is equal to the proportion of the majority actions that
it was responsible for, otherwise it receives nothing. Specif-
ically, when an agent x interacts with another y, the reward
rx it receives for action ax is given by:

rx =

{
Ma′
x

Ma′
x +Ma′

y

, if ax = a′

0, otherwise

where Ma′
x is the number of times action a′ appears in agent

x’s memory and a′ is the majority action. An agent’s per-

1We use the generator implementations provided by JUNG
(v2.0.1): http://jung.sourceforge.net/
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Figure 1: Time for convergence with random, scale-
free and small-world topologies using an action space
of size m = 2 and random placement of FS agents.

ception is restricted to the payoff received in an interaction;
agents cannot observe others’ actions, memories, or payoffs.

In order to select an action agents use a learning algo-
rithm to estimate the desirability of each possible action.
We adopt the approach taken by Villatoro et al. [4] of using
a simplified Q-Learning algorithm. For each action a ∈ A
each agent maintains an estimate of the utility of choos-
ing that action (a Q-value), which is updated according to:
Qt(a) = (1−α)×Qt−1(a) +α× reward where Qt(a) is the
estimated utility of action a after selecting it t times, α is
the learning rate, and reward is the payoff received from the
current interaction. With some probability pexplore an agent
will explore by selecting an action at random, otherwise it
selects the action that has the highest Q-value.

In this setting we consider the effect of non-learning fixed
strategy FS agents, which are each given one of the possible
actions as a fixed strategy. We explore two alternatives: (i)
all FS agents have the same strategy, with the motivation of
reducing the convergence time and (ii) each of the m-actions
are uniformly distributed among the FS agents, with the
motivation of slowing convergence and maintaining diversity.

3. EXPERIMENTAL RESULTS
In the simulations described below we use a learning rate

of α = 0.5 and an exploration probability of pexplore = 0.25.
The Q-values for each action are initialised to zero, and each
agent’s memory is of length l = 5 and is initially empty.
We use a population of N = 500 agents (we see similar
trends for N = {100, 1000}). Each topology was generated
to have approximately the same number of edges (1500), us-
ing the following parameters: (i) random-graph: p = 0.012,
(ii) scale-free: v = 25 and e = 3, and (iii) small-world: c = 1
and α = 2.0. We adopt Kittock’s convergence criteria [1],
considering the population to have converged when 90% of
the regular agents (non-FS agents), when not exploring, se-
lect the same action. Simulations are run for 10000 learning
steps, and results are averaged over 100 simulation runs.

Figure 1 shows the effect of the network topology on con-
vergence time as the number of fixed strategy agents in-
creases. In all cases, convergence time reduces as the num-
ber of fixed strategy agents increases. Interestingly agents in
a small-world network converge to a single convention at a
much slower rate than those in scale-free or random graphs.
While in the absence of fixed strategy agents the difference in
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Figure 2: Time for convergence using FS agents
placed according to random, degree, and bc with
m = 2 in a scale-free topology.

convergence time between small-world and other networks is
largest, the convergence times tend to become more similar
as the number of fixed strategy agents increases. The differ-
ence is insignificant once the number of fixed strategy agents
reaches 50, while in the absence of FS agents small-world
networks take approximately four times as long to converge
when compared with random and scale-free topologies.

Figure 2 shows the results, for a scale-free topology, of
placing FS agents by degree and betweenness centrality (bc),
along with the baseline random placement strategy as used
in Figure 1. As with random placement, increasing the num-
ber of fixed strategy agents decreases the convergence time
when using degree and bc for placement. Once the num-
ber of FS agents is greater than 5 or 6, the degree and bc
strategies outperform random placement. The difference in
performance between degree and bc is insignificant for ran-
dom and scale-free topologies, while for small-world degree
outperforms bc once the number of FS agents is greater than
5 (graphs for random and small-world topologies are omitted
due to space). This is explained by the values for Pearson’s
correlation between degree and bc for agents within ran-
dom, scale-free and small-world networks of 0.95, 0.95 and
0.79 respectively, meaning that the same agents are typically
selected by degree and bc in random and scale-free networks.

We have performed further experiments that show increas-
ing the size of the action space m increases the time for con-
vergence, and that this increase is fairly consistent across
topologies. We have also explored the impact of FS agents
having different fixed strategies, and our results show that
giving FS agents different strategies can be effective in de-
laying convergence, with scale-free and random topologies
being more manipulable than small-world.
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ABSTRACT
Normative frameworks provide a means to address the gov-
ernance of open systems, by offering a mechanism to ex-
press responsibilities and permissions of the individual par-
ticipants with respect to the entire system without compro-
mising their autonomy. Careful design is crucial if it is to
meet its requirements. Tools that support the design process
can be of great benefit. In this paper, we describe a method
for choosing the appropriate change in the normative spec-
ification, using impact analysis of the critical consequences
being preserved or rejected by the change.

Categories and Subject Descriptors
H.4 [Programming Techniques]: Logic Programming

General Terms
Theory, Verification, Algorithms, Design

Keywords
Design, Normative systems, Inductive Logic Programming

1. INTRODUCTION
Normative frameworks provide a powerful tool for govern-

ing open systems by providing guidelines for the behaviour
of the individual components without regimentation [4]. Us-
ing a formal declarative language to specify the behaviour of
a normative system gives the system’s designer a means to
verify the compliance of the system with respect to desirable
behaviours or properties [2, 1]. However, when errors are de-
tected, the identification of what changes to make is often
a difficult and error-prone manual process. Corapi et al [3]
have shown how Inductive Logic Programming (ILP) can
support the elaboration of normative specifications, mod-
elled in Answer Set Programming (ASP), by learning possi-
ble changes that would make partial normative specification
consistently compliant with given use-cases.

This paper addresses the problem of how to choose be-
tween alternative changes by analysing their impact on the
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specification. We use a notion of relevant literals, i.e. el-
ements of the domain that are critical for discriminating
between the suggested changes. We describe how these lit-
erals are computed using test generation [5]. Ranking them
is based on the number of changes that they would discard.
This ranking ensures that the revisions are discriminated
against in the most effective way.

2. HANDLING CHANGE
Our framework for handling change during the elabora-

tion of normative specifications addresses the limitation of
our previous work [3], where it is the designer’s responsibility
to choose the most appropriate revision from multiple pos-
sible revisions computed by a learner. In real applications
the number of suggested changes can be large, making an
automated criteria essential for selecting the most effective
change. As shown in Figure 1, our framework combines the
approach in [3], with two additional steps for computing and
scoring relevant literals. The most highly ranked literal is
then queried to the designer, who can then specify its truth
value. Based on the answer of the designer, those changes
that are refuted by the relevant literals are discarded. Lit-
erals that are dependent on the highly ranked one could be
used to further reduce the hypothesis space.

Figure 1: Framework for handling change

2.1 Abducing Relevant Literals
Our definition of relevant literal is based on the notion of

relevant test given in [5].

Definition 1. (Relevant Literal) Let 〈T,O〉 be a use-case
consisting of a trace T and desired outcome O, given the
existing (partial) normative specification Σ, and the set of
hypothesis representing the suggested revisions HY P . A
literal l is relevant if:
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1. Σ ∧ T ∧O ∧H is satisfiable for all Hi ∈ HY P
2. T ∧O ∧ l is an abductive explanation for

∨
Hi∈HY P ¬Hi

3. Σ ∧ T ∧O 2
∨
Hi∈HY P ¬Hi

4. T ∧O ∧ l is not an abductive explanation for ¬Hi, ∀Hi ∈
HY P

Conditions (1) and (3) state that all suggested revisions
satisfy the use-case and are consistent with the normative
specification. These are guaranteed by the correctness of the
learner. Conditions (2) and (4) ensure that some but not
all suggested revisions are rejected by the relevant literal.
These are captured by integrity constraints used as goals of
the following abductive program.

Let NB be the static part of the normative specification,
NT the part containing rules that are revisable, 〈T,O〉 the
use-cases applied for learning suggested revisions S, and let
CH/2 be the function that combines NT with suggested re-
visions by representing them as hypotheses. The relevant
literals are solutions of the abductive task 〈B,Ab,G〉 where:

B = NB ∪ T ∪ CH(NT , S)
G = O ∪ ¬(

∧
Hi∈CH (NT ,S)

¬Hi) ∪ ¬(
∧
Hi∈CH (NT ,S)

Hi)

and Ab is the set of ground instances of (possible) outcomes.
The set E of relevant literals is a subset of Ab such that
B ∪ E � G.

2.2 Ranking Relevant Literals
Ideally we want to be able to dismiss as many suggested

revisions as possible, based on the truth value of relevant
literals. We use the number of minimum hypotheses (or
revisions) that a relevant literal may reject, in order to com-
pare it against other relevant literals (we give a fractional
score when a conjunction of literals is required to dismiss
a hypothesis). Thus, the score of a relevant literal l is
s = minimum(n,m), where n is the number of suggested
revisions that l rejects when true, and m is the number of
suggested revisions that l rejects when false. The literals
with maximum score are the most relevant literal. Literals
with equal score could be further ranked according to the
maximum number of hypotheses each one falsifies.

3. CASE STUDY
We have applied our approach to the file sharing agents ex-

ample [3], where only VIP agents have permission to down-
load a block of data without having previously shared its
own block. We have used the same use-case for which the
learned has produced many alternative changes. We have
considered the following four of these changes, which were
similar to each other:
1. occurred(myDownload(X,B), I)←

occurred(download(X,Y,B), I), holdsat(hasblock(Y,B), I).
2. occurred(myDownload(X,B), I)←

occurred(download(X,Y,B), I), holdsat(hasblock(Y,B), I).
occurred(myDownload(X,B), I)←

occurred(viol(myDownload(Y,B2)), I),
holdsat(hasblock(Y,B), I).

3. occurred(myDownload(X,B), I)←
occurred(download(Y, Y,B), I).

4. occurred(myDownload(X,B), I)←
occurred(download(X,Y,B), I), holdsat(hasblock(Y,B), I).

occurred(myDownload(X,B), I)←
occurred(viol(myDownload(X,B2)), I),
holdsat(hasblock(Y,B), I).

Using our method and forming an abductive problem with
background knowledge given by the above revisions and the
original specification, we were able to identify the relevant

Relevant literal
Truth value
True False

occurred(viol(myDownload(alice, x1)), i06) 0.0 2.0
occurred(viol(myDownload(alice, x2)), i06) 0.0 2.0
occurred(viol(myDownload(alice, x3)), i06) 0.0 2.0
occurred(viol(myDownload(alice, x5)), i06) 0.0 2.0
occurred(viol(myDownload(bob, x1)), i06) 0.5 2.0
occurred(viol(myDownload(bob, x2)), i06) 0.5 2.0
occurred(viol(myDownload(bob, x3)), i06) 0.5 2.0
occurred(viol(myDownload(bob, x4)), i06) 0.5 2.0
occurred(viol(myDownload(bob, x5)), i06) 0.5 2.0
occurred(misuse(bob), i06) 0.0 0.5

Table 1: Scoring of relevant literals

literals and score them according to how many suggestions
they could discard. Table 1 contains literals that could po-
tentially dismiss suggestions (2) or (4). Using these values,
we were able to identify the following most relevant literals:

occurred(viol(myDownload(bob, x1)), i06)
occurred(viol(myDownload(bob, x2)), i06)
occurred(viol(myDownload(bob, x3)), i06)
occurred(viol(myDownload(bob, x4)), i06)
occurred(viol(myDownload(bob, x5)), i06)

Any of the above literals would dismiss suggestions (2)
and (4) when false, or only one of them when true, provided
that occurred(misuse(bob), i06) was false.

4. DISCUSSION
In this paper, we have tackled the problem of distinguish-

ing between revisions over normative specifications through
the use of test generation. By identifying comparable conse-
quences of the suggested revisions, we are able to use them
as a rationale for rejecting possible changes. Our case study
provides an example of what outputs can be acquired by the
proposed approach. However, as well as showing the outputs
that could be used for selection criteria, it also demonstrates
that the approach is unable to discriminate between all sug-
gested revisions (no relevant literals that could dismiss the
suggestion (1) or (3) were found).

For the future, the problem of the inability to distinguish
some hypotheses (possibly by extending the use-case’s trace)
needs be adressed. An implementation of an automated sys-
tem for normative revision for further evaluation of the tech-
nique is required. We also plan a modification to the scoring
method that was used to take into account additional factors
such as the length of the revision suggestion.
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1. INTRODUCTION
Many domains are characterized by agents that interact

with each other in accordance with common rules or norms.
In international trade, a trading network may include a vari-
ety of entities (e.g., software, organizations and people) that
are largely autonomous, geographically distributed, and het-
erogeneous in terms of their operating environment, culture,
social capital, and goals. In this context, agents represent
real interests and real entities, i.e., different agents have dif-
ferent owners, goals, interests, and preconditions for collab-
oration. For example, importers are motivated by profit
and quality of products, while customs authorities are moti-
vated by safety and security concerns. At any given moment,
most agents will be conditioned by different regulations and
norms, originating from different institutional contexts.

In this paper, we propose an approach to represent and
analyze sets of norms that takes into consideration both
the interrelationships between different norms and the con-
text of their application. This extends current approaches
where dependence between norms is not explicitly consid-
ered. The representation of the influence of institutional
contexts on norms facilitates a contextual refinement nor-
mative structure, which supports checking inconsistencies
between norms. Our approach is different from those based
on deontic reasoning, as we do not aim at identifying the
deontic consequences of actions. In short, our framework
will enable, given a set of norms represented as a graph or
net, to check whether there is a possible way to comply with
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those norms, i.e., a path through the graph which indicates
norm compliant at all steps.

2. NORMATIVE STRUCTURE
In the analysis of institutional statements, E. Ostrom [1]

introduces the ADICO syntax which describes who (At-
tribute) is obliged/forbidden/permitted (Deontic) to do or
achieve what (aIm), when and where (Condition), otherwise
(Or else) leading to consequences of violation. In this pa-
per, to model the possible relationships between norms in
agent societies, we introduce three logical operators AND,
OR, and OE (representing Or else) and define the norms as
a composite entity which not only describes the components
in ADICO syntax but also represents the relations among
different dos and don’ts in a specific institutional context.

Definition 1 (Norm Net). A Norm Net NN = (con-
text, NS), where context describes the institution within
which a set of related norms NS exist.

Each norm net is associated with an institutional context
which describes the environment of the institution where
the norm net exists. Making the context explicit enables
us to control the evolution of the norm net and to accom-
modate compliance and resolution of conflicts. A norm set
NS is a nested structure composed of a set of hierarchically
connected norms in a certain context. In a norm net, obli-
gations and prohibitions may have corresponding sanctions
while permissions usually do not. The norms and their sanc-
tions are exclusive and conditional, i.e., either conform to
the norms or accept the sanctions when violating the norms,
which is in accordance with the semantic of OE operator.

For example, in the EU international trade regulations
concerning the issue of origin of goods, a norm net can be
constructed as NN1 = (context1, NS1) where

• context1 = “non-preferential origin in the EU”,

• NS1 = OE( AND(AND(AND(na1, na2), AND(na3,
na4)), OR(nb11, nb12)), nb2), where

– na1: The certificate of origin shall measure 210×
297 mm.

– na2: A tolerance of up to minus 5 mm or plus 8
mm in the length shall be allowed.

– na3: The paper used shall be white, free of me-
chanical pulp, dressed for writing purposes and
weigh at least 64 g/m2 or between 25 and 30 g/m2

where air-mail paper is used.
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– na4: The certificate of origin shall have a printed
guilloche pattern background in sepia such as to
reveal any falsification by mechanical or chemical
means.

– nb11: The certificate of origin shall be printed in
one or more of the official languages of the Com-
munity,

– nb12: depending on the practice and requirements
of trade, in any other language.

– nb2: The certificate of origin shall not be approved
when it is not in the prescribed format.

Figure 1 gives the graphical illustration of the norm net
NN1 represented as an oval. NS1, represented as a rectan-
gle, is an OE connection of two norm sets NS2 and NS3,
NS3 being the consequence of violating NS2. Specifically,
we use a dashed line to indicate the consequence NS3. NS2

is composed of two sub norm sets NS4 and NS5 connected
by AND. Following the same rules, we finally come to the
rightmost norms that construct the norm net.

NS1 OE

context1

NS2

NS3

AND

NS6

NS7

normb2

NN1

OR

normb11

normb12

AND

AND
norma4

norma3

norma2

norma1NS10

NS11

NS12

NS13

NS8

NS9

AND

NS4

NS5

Figure 1: Graphical expression of NN1.

3. CONTEXTUALIZATION
Laws and regulations are a system of textual rules and

guidelines that are enforced through social institutions to
govern behavior. They are specified as a normative struc-
ture, which describes the expectations and boundaries for
agent behavior. We have already presented the representa-
tion of norms using norm net in Definition 1 to capture the
declarative meaning of the law/regulation and also the rela-
tions between them. However, in real world domains, norms
are not specified at a single level of abstraction. An abstract
norm net, resulting from the formalization of law/regulation,
may have different extensions according to different con-
texts. Usually, laws are first issued at a higher abstraction
level stating the dos, don’ts and sanctions to regulate actors’
behavior. Based on this set of abstract norms, elaboration
will be conducted according to the specific characteristics
and requirements of different situations, which results into
sets of contextual norms. This elaboration process facili-
tates detailed explanation of abstract norms in a concrete
implementing environment.

Figure 2 depicts the process of modeling norms from ab-
stract statements to concrete operation. It starts from an
abstract norm net which describes the expectations and bound-
aries for agent behavior in general. At this level, specifica-
tion of the norms of the system is abstract and assumed to
be stable throughout the life cycle of systems. Meanwhile
the actual implementation of the MAS should be flexible

and adapt to changing environments and contexts. There-
fore, according to different contexts, the abstract norm net
is transformed into sets of contextual norm nets which give
more specific information on the roles, actions, conditions
and the relations between the elaborated norms.

Abstract 

Concrete 

Contextualization 

Abstract Norm Net

Operationalization 

Contextual Norm Net

Operational Norm Net

Figure 2: Contextualization and operationalization

Moreover, a contextual norm net can again be further con-
textualized in a recursive manner, which enables a flexible
normative structure and makes it possible for designers at
different levels to decide their norm elaborations. Finally,
based on the contextual norm nets which contain enough in-
formation for the actors to reason about their dos and don’ts
in a specific situation, the norms will be extended with op-
erational aspects to capture the operational meaning of the
norms.

4. CONCLUSIONS
In this paper, we proposed a normative structure that not

only captures the characteristics of a single norm but also
the relationships between norms. Given that agents in MAS
interact with each other to achieve certain goals, the interre-
lated effects of norms on their behavior are very important
for both individuals and the system. Therefore, the con-
nections between norms should be explicitly indicated in a
structural way. Moreover, contexts play an important role
in the construction of norms, in the sense that the applica-
tion of a norm heavily depends on its institutional context
and a norm may have different interpretations in different
situations. To this end, the concept of norm net in this pa-
per expresses how a set of recursive norm sets organize in a
hierarchy of contexts.

Most importantly, this paper presents a norm net contex-
tualization process that describes norms from general to spe-
cific. This enables a modular approach for building norma-
tive structure and also distributes its complexity. Further-
more, following this contextualization process, actors can
have a better understand of their dos and don’ts with the
evolution of contextual norm nets. To verify the proposal,
we map norm nets to Colored Petri Nets (CPNs) and in-
corporate agents/actors as colored tokens in the analysis,
which presents the state transition process of norm nets and
provides a potential approach for compliance checking on
norms.

In future work, the normative structure will be extended
to the operational level and a complete mapping for contex-
tual norm nets will be built using advanced CPNs.
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ABSTRACT
Agreement technologies [1] achieve coordination among au-
tonomous computational entities, by combining technologies
for norms, semantics, organisations, argumentation, negoti-
ation, and trust. We consider how an organisational pro-
gramming language, such as 2OPL [2], can be extended to
monitor communication. Such an extended programming
language can be used to facilitate the development of elec-
tronic institutions, organisations, or marketplaces that aim
at monitoring agent interaction (including both communica-
tion and non-communication actions), checking compliance
with norms, and enforcing norms by means of sanctions.
This abstract reports on specifying an operational seman-
tics for agent interactions within such a setting, distinguish-
ing constitutive norms for monitoring and sanction rules for
enforcement of norms.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Multiagent Systems

General Terms
Theory

Keywords
Organisation, Environment, Communication, Commitments,
Norms

1. INTRODUCTION
It has been established how to define an organisation where

agent communication actions create and operate on social
commitments (e.g., [5, 3]). Fornara et al. [3, 4] propose an
Agent Communication Language (ACL) based on commu-
nication actions and define norms as “rules that manipulate
commitments of the agents engaged in an interaction”. Das-
tani et al. [2] specify norms to govern agent interaction; they
provide rules to specify norms and sanctions, but do not fo-
cus on communication actions.

This abstract reports on extending the approach of [2]
with communication actions by following the successful line
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of work using commitments. The extension is based on
the assumption that communication should respect a set of
generic norms which are inherent in communication actions.

1.1 Research questions
The following questions guide the design of a program-

ming language (and its operational semantics) that facili-
tates the implementation of norm-based organisations:

1. How to define an operational basis for both communica-
tion and non-communication actions in norm-based or-
ganisations?

2. How to uniformly handle monitoring and enforcing of
norms for both types of actions?

3. How to develop a full operational semantics with desir-
able properties—without focusing on the protocol or se-
mantics concerns of a full ACL—by adopting a simple
(but extendible) set of communication actions?

Compared to the foundational work of Singh and Colom-
betti and colleagues, our approach differs in that: (1) We
aim to use counts-as rules explicitly as technical constructs
while Fornara et al. treat counts-as relation primarily as
linguistic conventions. (2) We want to provide an opera-
tional semantics for interactions (among which communi-
cation actions) within an organisational setting and ana-
lyze the properties of interaction. Fornara et al. provide
semi-formal specification of organisations and consider only
communication actions. (3) We aim to consider the effect
of non-communicative actions as further the elapse of dead-
lines. (4) We want to allow for sanction rules whereas earlier
works leave open the question of what should happens when
norms or commitments are violated. We adopt a standard,
contemporary lifecycle of commitments, following [6].

2. OVERVIEW OF THE APPROACH
An organisation monitors the agents’ interactions (both

communication and non-communication actions), determines
the (state of) commitments and the violated norms, and en-
sures that the agents fulfil their commitments and norms—
or otherwise imposes sanctions such as putting the violating
agent on a blacklist. In our approach, the organisation, as
an exogenous process, cannot intervene in the decision mak-
ing of individual agents; in this setting agents are assumed
to be autonomous in the sense that they decide their own
actions. In the following subsections, we indicate how such
organisations can be programmed.
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Figure 1: State transitions of commitment lifecycle.

2.1 Commitments
Social commitments represent a popular means of captur-

ing relations between two agents with deontic force; they
provide the basis for an ACL within an organisational set-
ting [5, 3]. Formally, a commitment [6] is defined as a tuple
C(x, y, p, q, d1, d2), which can be read as“Agent x (as debtor)
commits to agent y (as creditor) that if proposition p (the
antecedent) is brought about by deadline d1 then x will bring
about q (the consequent) by deadline d2”.

Fig. 1 shows the states of a simplified lifecycle of a com-
mitment, adapted from [6] (we omit suspension and dele-
gation). Boxes indicate states and arrows transitions. We
write commitment state with superscript, i.e., Cstate.

2.2 Agent interactions
Possible actions that agents perform to interact with each

other or with their shared environment include pure commu-
nication actions (e.g., promise to pay), and non-
communicative actions that change the actual state of their
environment (e.g., make a payment). Our purpose is not
to define an ACL or a communication protocol; instead, we
select a representative set of actions influencing the gener-
ation and state of commitments. We take the following set
to demonstrate our methodology for programming an or-
ganisational model and the management and enforcement
of commitment-based norms. We use variables x, y, . . .
to range over the agent names i, j, . . .; propositional vari-
ables p, q, . . . to range over propositions a, b, . . .; and finally
d, d′, . . . to range over deadlines tm, tn, . . ., where m,n ∈ N.

• offer(x, y, p, q, d1, d2) — x tells y that x will make q true
in the environment by deadline d2 if p becomes true in the
environment by deadline d1
• tell(x, y, p) — x tells y that p is true in the environment
• cancel(x, y, q) — x tells y that x will not make q true
• release(y, x, q) — y tells x that x needs not make q true
• failure(x, y, p) — x tells y that p cannot be made true in

the environment
• do(x, p) — x performs an action to make proposition p

true in the environment

We assume here that agents are trusted, i.e., their utterances
are according to their beliefs. Note that an organisation may
develop a list of trusted agents.

2.3 Organisation
An organisation is specified by facts, norms, and sanc-

tions. Norms are states that an organisation aims at enforc-

ing and can therefore be seen as the goals of the organisa-
tion. We distinguish brute and institutional facts. Brute
facts denote the state of the shared environment (e.g., bj
denoting the fact that agent j has book b or p(b,20) denoting
the fact that 20 euro is paid for book b), while institutional
facts denote the normative state of an organisation (e.g.,
CD(i, j, s(b,i), p(b,20), t2, t5) denoting the fact that agent i is
committed to pay 20 euro before t5 if agent j sends book
b before t2, or violreg−b denoting the fact that agent b has
violated the registration norm).

We follow [2] and represent norms by means of the counts-
as construct. The original version of the counts-as construct
is of the form “φ counts as ψ in the context c”. We program
the monitoring component of an organisation by constructs
of the form φ ∧ c =⇒cr ψ, where φ ∧ c can be either brute
or institutional facts and ψ is an institutional fact. For ex-
ample, the counts-as rule offer(i, j, s(b,i), p(b,20), t2, t5) =⇒cr

CC(i, j, s(b,i), p(b,20), t2, t5) implements a norm that an offer
by agent i to agent j to do a payment if j sends i a book
counts-as a conditional commitment. Finally, we program
sanctions by rules of the form φ =⇒sr ψ, where φ can com-
prise brute and institutional facts and ψ is a brute fact.
In our running example, CC(i, j, s(b,i), p(b,20), t2, t5) =⇒sr

blacklist(i) implements the sanctions to add agent i to a
blacklist if agent i payment is not fulfilled after day 5. Fol-
lowing the above, an organisation is programmed by the
tuple (F, cr, sr), where F is a set of initial brute facts, cr is a
set of counts-as rules, and sr is a set of sanction rules. The
institutional facts are generated during run-time.

2.4 Discussion
The details of the operational semantics consist of transi-

tion rules specifying how agent actions (communication and
non-communication) create and modify institutional facts,
including commitments, how the organisation determines
norm violations by applying counts-as rules, and how the
organisation respond to norm violations by applying sanc-
tion rules. Our ongoing work is to explore the properties of
normative multi-agent system executions and to apply the
programming approach to realistic scenarios.
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[4] N. Fornara, F. Viganò, and M. Colombetti. Agent
communication and artificial institutions. Autonomous
Agents and Multi-agent Systems, 14:121–142, 2007.

[5] A. U. Mallya, P. Yolum, and M. P. Singh. Resolving
commitments among autonomous agents. In Proc.
Workshop on Agent Comm., pages 166–182, 2003.

[6] P. R. Telang and M. P. Singh. Specifying and verifying
cross-organizational business models. IEEE Trans.
Services Computing, PrePrint, 2011.

1374



On modeling punishment in multi-agent systems

(Extended Abstract)

Subhasis Thakur
Griffith University and NICTA

Brisbane, Australia
subhasis.thakur@nicta.com.au

Guido Governatori
NICTA

Brisbane, Australia
Australia

guido.governatori@nicta.com.au

Abdul Sattar
Griffith University and NICTA

Brisbane, Australia
abdul.sattar@nicta.com.au

ABSTRACT
In this paper we study isolation as a form of punishment.
Although an isolated violator is punished as it can not bene-
fit from the interactions with other agents, compliant agents
may also suffer from not engaging with the violators. In this
paper we analyze such problems. Certain modifications of
multi agent systems are needed to solve this problem. These
modifications are aimed to make the violator redundant so
that it can be ignored and hence isolated. Deciding on these
modifications is NP-complete and approximation algorithms
exist.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Algorithms

General Terms
theory

Keywords
Punishment, Multi-Agent Systems, Norms

1. INTRODUCTION
Compliance with norms makes an agent’s behavior more

predictable, which enhances coordination among agents [9,
10, 8]. Besides improving coordination, compliance with
norms also satisfies some system level conditions set by the
designer of the norms. Although norms are beneficial for
the agents, violations of norms occur because certain self in-
terested agents may prefer to achieve some individual goals
over compliance with the norms. To encourage compliant
behaviors various norm enforcement techniques have been
developed. Norm enforcement can be classified [11] into two
categories: (a) self enforcement and (b) third party enforce-
ment. In self enforcement the agents themselves execute
the punishment and in case of third party enforcement, an
external agent decides the amount of punishment and ex-
ecutes the necessary procedures for it. Downgrading the
violators reputation is a common practice in various en-
forcement models [2][5]. As the reputation is downgraded
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the compliant agents do not interact with the violator as it
do not treat the violator as trustworthy. Although there is
vast literature dedicated towards norm enforcement models,
there is a lack of formal models of punishment. Most of the
existing models of punishment suggests that a violator must
not be engaged in further joint actions or other multi agent
activities. But these models do not consider the effects of
this isolation on compliant agents. As compliant agents are
not interacting with the violators, they may lose some util-
ity. This can happen because a violator owns certain unique
abilities, and it can no longer act as a mediator. In this pa-
per we assume that abilities of a violator are not replaceable
but its role as mediator can be replaced. Let us consider
the following example that illustrates the adverse effect of
isolation: consider the normative multi-agent system nmas
depicted in Figure 1 as a graph where the nodes (a1, . . . , a7)
represent compliant agents and v represents the violator.
The edges represent communication links between agents.
Agents can perform joint actions if they are connected. Due
to isolation, the edges connecting the violator with other
agents are removed as a form of punishment. One of the
adverse effects of this isolation is that a5 can not perform
any joint actions with other agents. Also, suppose that,
agents interact with other agents if they are trustworthy.
An agent computes the trust of other agents by recommen-
dations from their neighbours. Trust propagation models
typically assume that the trust between two agents is pro-
portional to the number of mediators between them. So, it
may happen that, as v is not mediating between a7 and a4,
the trust on a4 by a7 results lower after the isolation of v,
and as consequence a4 and a7 will not interact. Research

a1 a2 a3

a7

a6 a5

v a4

a1 a2 a3

a7

a6 a5

v a4

Before isolation After isolation

Figure 1: Effect of Isolation

in multi agents has shown that mediators play an impor-
tant role in a variety of multi agent problems, for example
trust and joint actions [12], recommendation systems [6],
and multi agent negotiation [3, 7]. Thus punishment mech-
anisms based on isolation have to take into account how
to minimise the adverse effects of isolation. In this paper
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we propose a model of punishment which neutralizes these
adverse effects of isolation. Our model of isolation is as fol-
lows: a nmas is represented as a graph. Due to isolation of
the violators, all edges with the violators are deleted. The
effect of isolation on the compliant agents is modeled as fol-
lows: Problem 1 Assume that there is a set of nodes called
sources. Agents preferences over the sources are described
as an order over the sources such that an agent is willing to
pay more to connect with a more preferred source than a
less preferred one. Agents coordinate their actions to form
a minimum cost spanning tree over the nmas such that the
costs to connect with the sources along the spanning tree is
according to their preferences. Assume that, before isolating
a violator, there was such a spanning tree. So the isolation
problem becomes the creation of new edges at a minimum
cost such that it is possible to construct such a spanning
tree. Thus addition of the new edges makes the violators
redundant as the compliant agents can form an optimal tree
without cooperation from the violators and hence they can
afford to ignore the violators. Notice that this problem can
be used to simulate general coordination problems in multi
agent systems. Problem 2 Assume that, before the iso-
lation for every agent there is a subset of agents who can
be reached within a predefined length (say K). Due to the
isolation of the violators, some edges are no longer in use.
So an agent losses certain agents within its reachable range.
So in this case the isolation problem becomes the creation of
certain new edges at a minimum cost such that each affected
agent can reach the previously lost agents. Thus after the
addition of the new edges the role of violators as mediators
become redundant. Hence the compliant agents can isolate
the violators as they do not need cooperation from them.
This problem is motivated by trust propagation models and
recommendation system models. In both cases, an agent’s
reputation or trust ranking usually can be changed if the
topology of the system is changed. Isolating the violators
triggers such changes and hence it must be neutralized by
creating alternate paths between the compliant agents.

2. RESULTS

Theorem 1. Isolation with preference is NP-complete for
2 sources.

Theorem 2. Isolation with preference is NP-complete for
more than 2 sources.

Theorem 3. A polynomial time ( 1
1−m )-approximation so-

lution for the problem of isolation with preference exists.

Theorem 4. K-dedicated source-minimum cost spanning
tree is NP-complete for two sources.

Theorem 5. K-dedicated source-minimum cost spanning
tree with variable peer limit is NP-complete for 2-sources.

Theorem 6. K-dedicated source-minimum cost spanning
tree with variable peer limit is NP-complete for 2-sources.

Theorem 7. A polynomial time 2-approximation solution
to 2- dedicated source minimum cost spanning tree exists.

As a comparison with relevant works in nmas, [1] gives
a notion of enforceable social laws in terms of the efficiency
of the system to remain compliant. In [4] a similar con-
cept of punishment is introduced. By the adverse effect of

punishment on the compliant agents is never analyzed in
mas literature. In that regard this paper is the first towards
formalizing the cost of punishment. A theory of cost of pun-
ishment helps to build enforcement laws in mas in such a
way that the cost to punish the agents becomes affordable.
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ABSTRACT
In agent-based e-commerce applications, vendors can con-
struct detailed profiles about customers’ preferences. These
profiles can then be used to perform practices such as price
discrimination, poor judgment, etc. The use of pseudonyms
and, specially, changing pseudonyms from time to time are
known to minimize profiling. Although there are some agent
frameworks and platforms that support pseudonym change,
there are few proposals that suggest or directly change the
pseudonym in an automatic fashion. Instead, users are usu-
ally provided with the mechanisms to change pseudonyms
but without any mechanism that aids them to decide when
to change their pseudonyms. We present in this paper an
approach to pseudonym change based on human privacy at-
titudes.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent systems

General Terms
Theory, Experimentation

Keywords
Privacy

1. INTRODUCTION
The explosive growth of the Internet in the last decades

has caused that as of 2011 more than 2 billion users are
connected to it1. In this environment, privacy is of great
concern. Users are constantly exposed to personal informa-
tion collection and processing without even being aware of
it [2].

1http://www.internetworldstats.com/stats.htm
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In this paper, we focus on a type of information processing
called buyer profiling [5], in which vendors obtain detailed
profiles of their customers and tailor their offers regarding
customer’s tastes. These profiles can represent a serious
threat to privacy. For instance, these profiles can be used
to perform price discrimination [6]. This is when vendors
charge customers different prices for the same good accord-
ing to the customers’ profiles, i.e., if a vendor knows that
some good is of great interest to one customer, the vendor
could charge this customer more money for this good than
other customers for the same good.

Hansen et al. [4] encourage the use of pseudonyms to pre-
vent buyer profiling. Specifically, they claim that pseudonyms
should be changed from time to time to avoid profiling. In-
deed, the most privacy-preserving option is to use transac-
tion pseudonyms, i.e., to use a different pseudonym for each
different transaction.

Pseudonym-based techniques have been integrated in agent
technologies. Such et al. [8] present a pseudonym man-
agement model that has been implemented into a an agent
framework [7]. Warnier and Brazier [10] also present a pro-
posal for supporting pseudonym management in an agent
framework. Both proposals include the necessary mecha-
nisms for agents to be able to hold and change their pseudonyms
but nothing is said about when a pseudonym should be
changed or not. Moreover, the proposal of Warnier and Bra-
zier [10] allows the automatic change of pseudonyms for each
message sent. However, they do not consider the fact that
there are many cases in which the user can be interested in
reusing the same pseudonym even though this could cause
a potential privacy loss, e.g., when some benefit is expected
if they reuse the same pseudonym, such as price discounts,
the building of a reputation, etc.

We present in this paper an approach to pseudonym change
based on these general human attitudes towards privacy. In
this way, agents obtain an estimation of the privacy loss
and the utility of reusing a pseudonym. Thus, agents can
automatically decide whether or not to change a pseudonym
without the need of human intervention, but complying with
its user’s attitude towards privacy.

2. STRATEGIC PSEUDONYM CHANGE
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Some studies have concluded that Humans have different
general attitudes towards privacy [9, 11]. Privacy fundamen-
talists are extremely concerned about privacy and reluctant
to lose privacy, they feel that they have already lost too
much privacy and are reluctant to lose privacy any more.
Privacy pragmatists are concerned about privacy (i.e. they
are not willing to lose privacy a priory), but if they expect
some utility (e.g. a monetary benefit) they may accept a
privacy loss in exchange of this utility. Finally, privacy un-
concerned do not consider privacy loss at all. A survey made
in 2003 among 1.010 US adult citizens [9] shows that 26%
of that citizens are considered privacy fundamentalists, 64%
privacy pragmatists, and 10% privacy unconcerned.

To model these attitudes when it comes to pseudonym
change, we consider that the decision of whether or not to
change a pseudonym is based on a tradeoff between the
privacy that will be lost if the pseudonym is not changed
and the utility that will be earned if the pseudonym is not
changed. For instance, in the case of privacy pragmatists,
the agent can decide to not change its pseudonym in the
next transaction if the privacy that will be lost is worth the
utility that will be gained. We model this problem as a
multi-objective optimization problem [1], in which an agent
tries to minimize privacy loss while maximizing its utilitar-
ian benefit.

One of the most used approaches to solve multi-objective
optimization problems consists of transforming it into a single-
objective problem2 [3]. This is typically done by assigning
a numerical weight to each objective (evaluation criterion)
and then combining the values of the weighted criteria into
a single value by adding all the weighted criteria.

In our case, agents consider two criteria: privacy loss and
utility. Considering these two criteria, agents have two op-
tions: either to change or not to change its pseudonym in
their next transaction. Thus, we are interested in measur-
ing the quality in terms of the privacy loss and the utility of
each of these options. An agent will choose the option with
the highest quality. We formally define the option set as
Θ = {change, nochange}. Moreover, we define the quality
of an option as:

Definition 1 (Option Quality). Given a criterion func-
tion cp(·) that evaluates privacy loss, a criterion function
cu(·) that evaluates utility, and weights wp, wu ∈ [0, 1] so
that wp + wu = 1, the quality Qδ of an option δ ∈ Θ is:

Qδ = wp · cp(δ) + wu · cu(δ) (1)

The specific criterion functions cp(·) and cu(·) are domain-
dependent. Moreover, as privacy loss units may be different
from utility units, both criterion functions are expected to
return a value in the interval [0, 1] so that they can be com-
parable. Depending on the final domain, this could require
a normalization process. This also implies that the qual-
ity of an option δ ∈ Θ will be in that same interval, i.e.,
Qδ ∈ [0, 1].

With the option quality formula, agents are able to obtain
the quality of each of the options. Thus, they are able to

2For the sake of clarity and simplicity we only consider
the transformation of multi-objective optimization problems
into single-objective problems. However, there are other ap-
proaches to solve these kind of problems in the existing lit-
erature on multi-objective optimization (refer to [1] and [3]).

choose whether or not to change their pseudonym in the
next transaction. Agents will choose the option with the
maximum quality. Formally, an agent will choose an option
δ∗ ∈ Θ so that:

δ∗ = arg max
δ∈Θ

Qδ (2)

We model privacy attitudes by appropriately setting the
values for the weights in the option quality formula (Equa-
tion 1), i.e., by setting wp and wu. If wp = 1 (so wu = 0) we
are modeling privacy fundamentalists because they will only
try to minimize privacy loss. Thus, they will not consider
utility at all. If wp = 0 (so wu = 1) we are modeling privacy
unconcerned because they will not consider privacy loss but
the maximization of their utility. Finally, if wp 6= 1∧wp 6= 0
we are modeling privacy pragmatists. Moreover, the specific
value for wp and wu will vary according to how much a user
valuates privacy in front of utility.

3. CONCLUSIONS
In this paper, agents decide whether to change a pseudonym

or not based on the specific attitude towards privacy of their
users. This specific attitude is what determines to what ex-
tent an agent valuates the privacy loss and the utility of
changing/not changing a pseudonym.
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ABSTRACT
In this paper, we provide an approach for organization adap-
tation in Multiagent Systems that considers transitions in
multiple dimensions and it is aimed at obtaining the adap-
tation with the highest potential for improvement in utility
based on the costs of adaptation.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Design

Keywords
Organizations,Adaptation,Transitions

1. INTRODUCTION
Organization adaptation eliminates the need to determine

all possible runtime conditions a priori, which is unknown
in many systems. Before this can occur, the space of organi-
zational options must be mapped and their relative benefits
and costs understood [3]. To date, however, few models have
emerged that incorporate mechanisms for adaptation that
focus on changes in different dimensions of the organization
according to the heterogeneous impact that these changes
causes in the components of the organization [2]. One main
reason is that current approaches do not provide support for
specifying the requirements of organizations that are to be
achieved. The other reason is that without this support, it
is difficult to measure without carrying out the adaptation,
the impact on the costs of applying the adaptation and on
the performance of the whole organization.

In this paper, we propose a novel approach for organiza-
tion adaptation called Multi-dimensional Transition Delib-
eration Mechanism (MTDM). This mechanism provides a
decision-making support that considers transitions in differ-
ent dimensions such as role reallocation, agent population
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and the structural topology, which increases the range of
adaptation solutions. By specifying the requirements of the
final organization that is to be achieved, the MTDM accu-
rately predicts the impact of the transition in terms of two
aspects: the costs associated to the organization transition,
and the benefits or costs that this transition causes not only
to the agents involved in the change but also to the whole
organization.

2. ORGANIZATION TRANSITION MODEL
The Organization Transition Model presented in [1] de-

fines the state of organization at two different moments and
determines how to carry out a transition from organiza-
tion to another. An organization at a specific moment t
is composed by a set of roles Rt, services St, and agents At.
Furthermore, organizational relationships represent links be-
tween these elements, where offerst represents the relation-
ships between roles and services; providest represents the
relationships between agents and services; playst represents
the relationships between agents and roles; and acquaintancet

represents the relationships between a pair of agents.
An event (ε) defines each individual change that can be

applied during the organization transition in terms of ad-
dition or deletion. Given two organizations, Oc and Of ,
we define τ = {ε1 . . . εn} as the set of events that cause a
transition to Of when all of them are applied to Oc.

3. MULTI-TRANSITION DELIBERATION
MECHANISM

The MTDM is a multi-stage mechanism that is based on a
model proposed by Zott [5] in the strategic management re-
search area for analyzing the performance of business firms.
This mechanism calculates transitions in different dimen-
sions to other organizations with high expected utility based
on the cost for transition to these organizations. The ben-
efits and costs of transition are measured in terms of Or-
ganization Transition Impacts (OTIs). Then, the MTDM
decides which transition is finally implemented and provides
the sequence of changes required to carry out the transition.

3.1 Calculating the Organization Transitions
The first stage calculates the organization with the highest

potential for improvement in utility based on the transition
cost for several transitions in different dimensions: changing
the roles played by agents, the structural topology, and the
agent population.
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Each event ε has an associated impact i(ε) that represents
the costs/benefits that the application of this event causes in
the organization. This impact shows the effect of this event
in the components involved in the change and also how other
components are affected by this event. Moreover, the impact
shows the cost for carrying out the application of the event.
Therefore, for any set of events τ that allow a transition
from a current organization Oc to a future organization Of ,
we define the OTI that is associated to this transition as the
impact of applying all the events of τ : I(τ) =

∑
ε∈τ i(ε).

3.1.1 Role Reallocation Transition
A role reallocation transition entails the application of a

specific set of events τR , which transforms the providerc and
playsc relationships into providerf and playsf , respectively.

Let ΘR denote the set of all the possible sets of events τR
that define a different role reallocation transition from Oc

to Of . The challenge of the role reallocation transition is
to find the specific set of events τ̂R that minimizes the role
reallocation transition impact:

OTI(τ̂R) = argmin
τR∈ΘR

OTI(τR)

The application of the set of events of the minimal impact
τ̂R to Oc would cause a transition to a future organization
OR, which can be transitioned to at the minimal OTI.

3.1.2 Acquaintance Transition
An acquaintance transition entails the application of a

specific set of events τA, which transforms acquaintancec

into acquaintancef .
Let ΘA denote the set of all the possible sets of events τA

that define a different acquaintance transition from Oc to
Of . The challenge of the acquaintance transition is to find
the specific set of events τ̂A that minimizes the acquaintance
transition impact:

OTI(τ̂A) = argmin
τA∈ΘA

OTI(τA)

The application of the set of events of the minimal impact
τ̂A to Oc would cause a transition to a future organization
OA, which can be transitioned to at the minimal OTI.

3.1.3 Agent Population Transition
An agent population transition entails the application of

a set of events τP , which causes the modification of agentsc,
providesc, playsc, and acquaintancesc into agentsf , providesf ,
playsf , and acquaintancesf , respectively.

Let ΘP denote the set of all the possible sets of events τP
that define a different agent population transition from Oc

to Of . The challenge of the agent population transition is
to find the specific set of events τ̂P that minimizes the agent
population transition impact:

OTI(τ̂P ) = argmin
τP∈ΘP

OTI(τP )

The application of the set of events of the minimal impact
τ̂P to Oc would cause a transition to a future organization
OP , which can be transitioned to at the minimal OTI.

3.2 Deliberation
Once the organizations that minimizes the OTI for each

dimension are calculated, the second stage of the MTDM
decides which transition is finally implemented depending

on the deliberation strategy. The deliberation strategy used
in this implementation is focused on selecting the transition
or the combination of transitions that minimizes the OTI.

3.3 Calculating the sequence of events
Finally, once the final organization Of that is transitioned

to is selected, this stage obtains the specific sequence of
events τ that allow this transition from Oc to Of and the
impact associated to applying these events OTI(τ).

4. CONCLUSIONS
The contributions of this work can be viewed from dif-

ferent perspectives. The MTDM provides an accurate esti-
mation of the transition impact since the organization that
is to be achieved is calculated by each transition. Thus,
the impact associated to each change that is required to
carry out the transition, can be measured individually and
more accurately than other approaches. The suitability of
the adaptation must be considered taking into account not
only the benefits obtained by adaptation but also the costs
associated to this process. Approaches that only focus on
criteria to improve the utility, the costs for achieving these
transitions may be so high that the mean utility gets worse.
This issue is also important in human organizations since
most organizational changes may encounter problems when
they are applied [4].

Another contribution of the MTDM is the possibility of
including several transitions into the deliberation decision
mechanism. Approaches that consider one-dimensional tran-
sitions (roles, structural topology, population, etc.) offer
a more limited range of solutions than the MTDM. Thus,
in heterogeneous scenarios in which several changes can af-
fect the performance of the organization, a multi-transition
criteria for deliberation would provide better decisions for
adaptation.
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1. INTRODUCTION
We propose in this paper the use of a hierarchy of coordi-

nators to improve the convergence of a network of agents to
a global norm. A norm or a convention is an unwritten law
that a society of agents agree on. Social norms are used by
humans all the time. Choosing on which side of the road to
drive a car and the right-of-way at an intersection are well-
known examples. In a multi-agent setting, a convention may
refer to a dominant coordination strategy, a common com-
munication language, or the right of way among a group of
robots. Upon establishing a norm, the overhead of coordi-
nation drops and the reliability of the multi-agent system
increases [2]. When studying the emergence of norms and
conventions, we typically assume the interaction between
agents is random: a pair of agents are selected randomly to
interact with one another. The process repeats both concur-
rently (several pairs interact at the same time) and consec-
utively (each agent collects history of interactions). When
agents are adaptive, the process is then referred to as so-
cial learning. The coordination game is perhaps the most
widely used game for studying social learning as it presents
an agent community with two equally plausible norms to
choose from (i.e. two Nash equilibriums). It was shown
that in the absence of any restriction on agent interactions,
a norm is guaranteed to emerge in the simple social learning
setting where agents play the coordination game [1].
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Recently social leaning was studied in networks [3]. The
main difference here is that an underlying network restricts
the interactions between the agents. In such a setting, con-
vergence to a global norm is no longer guaranteed as more
than one (sub)convention might emerge concurrently and
remain stable. A sub-convention is a convention that is not
adopted by the vast majority of the agents. The reason for
the emergence of multiple stable sub-conventions is the exis-
tence of a stable barrier that separates the sub-conventions
from one another (or equivalently, prevents each convention
from invading the other). Such a barrier creates a subopti-
mal equilibrium. The frontier effect was reported to either
prevent or significantly slowdown the convergence to a global
norm across variety of network types. One of the recent pro-
posed solutions to overcome the frontier effect was the use of
social instruments [3]. Although the social instruments were
successful in overcoming the barrier in regular and random
networks, the social instruments failed in the case of scale-
free networks. Furthermore, these social instruments had
several limitations.

2. PROPOSED SOLUTION: HIERARCHY OF
COORDINATORS

When we looked at examples of the frontier effect in scale-
free networks, it became apparent that the problem was in
the strictly local view of agents on the frontier. If only
agents had a more global view, they would have reached
a global convention. The social instruments that were pro-
posed before [3] effectively provided (implicitly) individual
agents with slightly more global view. For example, the
observation social instrument allowed an agent to observe
another agent in the network without being restricted to
the underlying network (i.e. an agent could observe what
convention was adopted by a randomly chosen agent any-
where in the network). The re-wiring social instrument also
allowed agents to extend their view beyond their immediate
neighbors. Here we propose a more structured mechanism
for agents to exchange information (with varying detail and
range) about their current state and exchange advices about
the best course of action to reach a convention. We propose
the use of an organization (hierarchy) of coordinators, as fol-
lows. Agents are separated in-to clusters, where each cluster
is assigned a coordinator from the agents in the cluster. The
clusters are then grouped in to meta-clusters, again select-
ing one of the cluster members to be the coordinator. The
process is repeated recursively until we end up with root
coordinator (the hierarchy can stop at a lower level with a
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Figure 1: Illustration of the coordinators hierarchy.
In the first level we have individual agents who are
clustered into four clusters. In the second level we
have the coordinators of the clusters in the first level
(each coordinator has the same color as its cluster).
In the final level we have the root coordinator (note
that the hierarchy does not have to end with an
individual root).

set of clusters at the top). Figure 1 illustrates the hierarchy
of coordinators operating over a scale-free network. In our
experiments we use a simple bottom-up hierarchical cluster-
ing to automatically build the coordinators’ hierarchy, but
more sophisticated clustering techniques can be used.

An important property of our solution is that it does not
change the underlying network structure (no re-wiring) nor
does it force individual agents to permanently adopt any
convention. The coordinators only coordinate agent explo-
ration of the state-action space so the agents can reach a
global convention. Intuitively, our approach works as fol-
lows. Individual agents interact normally through the net-
work that govern their interactions. Each group of agents
is assigned a coordinator that observes their convergence.
If the agents in a group does not converge after some pe-
riod of time, the coordinator then asks its group to try a
recommended convention for a short period of time. How-
ever, since each coordinator only observes its own group, it
is still possible that different coordinators recommend dif-
ferent conventions. However, because there is a hierarchy
of coordinators, inconsistencies are guaranteed to be discov-
ered higher in the hierarchy. Such arrangement does appear
in real-life. For example, when a new technology is discov-
ered, private companies that produce the new technology are
left unregulated. If after a while no industry-wide standard
(convention) is adopted, individual states may start enforc-
ing some standards, and if needed a federal law may be put
in place to ensure the quick reach to a convention. Once a
convention is established it becomes self-enforcing without
an external enforcement.

3. EXPERIMENTS AND DISCUSSION
Our experiments focus on applying social learning in scale-

free networks to reach one of the two possible norms of the

Figure 2: Comparing the percentage of the first
norm adopted by agents for both social learning with
and without the use of hierarchy coordinators in a
sample run. Without coordinators no clear norm
dominates the population, while with the hierarchy
of coordinators a quick adoption of the second norm
takes place.

coordination game. The state observed by coordinators in
this case is the ratio of its subordinates that adopted the
first norm. So for example if coordinator X controls a clus-
ter of 5 individuals, and 4 which adopted the first norm,
then X’s state is 0.8. Each coordinator has two control ac-
tions: to ask its subordinates to try either norm 1 or norm
2 for short period of time Ttry . To avoid conflicting con-
trol actions, a coordinator does not issue a control action
if a control action from its superior is currently being exe-
cuted. The strategy of the coordinator for choosing a control
action is simple: if the ratio of subordinates that adopted
the first norm is between δ and 1 − δ (we used δ = 0.25 in
our experiments) this means no norm is adopted yet within
the cluster controlled by the coordinator. The coordinator
then chooses a consistent control action (e.g. if the ratio
is 0.3, the coordinator asks subordinates to try the second
norm). The results we report here have been obtained by
randomly generating 10 different scale-free networks. Every
network consists of 225 agents and individual agents execute
Q-learning with learning rate = 0.1 and exploration rate =
0.1. To avoid initial bias, the Q-learning action values are
initialized to uniformly random values between 0 and 1. The
coordinators hierarchy is generated randomly such that the
hierarchy has 5 levels and each coordinator controls a cluster
of at least 5 individuals. Figure 2 illustrates how using a hi-
erarchy of coordinators ensured the convergence to a global
norm.
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1. INTRODUCTION
Significant advances have been made in allowing agents to learn,

both autonomously and with human guidance. However, less atten-

tion has been paid to the question of how agents could best teach

each other. For instance, an existing robot in a factory should be

able to instruct a newly arriving robot, even if it is from a different

manufacturer, has a different knowledge representation, or is not

optimal itself.

This work investigates teaching methods in sequential decision

tasks. In particular, we consider a reinforcement learning student-

agent that must learn from 1) autonomous exploration of the en-

vironment and 2) the guidance of another teacher-agent. In order

to minimize inter-operability requirements, the teacher and student

are presumed not to know each others’ internal workings; teach-

ers can only help students by suggesting actions. Furthermore, the

teacher may have limited expertise in the student’s task and should

be careful not to over-advise the student. Our primary question:

how should the teacher decide when to give advice?

This teaching context is related to the more well-studied problem

of transfer learning [5], in which an agent uses knowledge from a

source task to aid its learning in a target task, but differs in that

we do not assume agents can directly access each others’ internal

knowledge. Another related area is learning from experts [1, 3],

where agents may imitate experts or ask for their advice. Our ap-

proach differs because control is given to the teacher, rather than

the student, and we focus on non-expert teachers. Our hope is that

this paper enables and inspires the agents community to develop

further methods by which agents can teach other agents.
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2. METHODS
Our methods build upon Probabilistic Policy Reuse [2] (PPR),

which allows an agent to learn a task faster by taking advantage of

an existing policy. The PPR method changes the action selection

step of model-free RL methods. With probability ψ, the agent ex-

ploits an old policy; the rest of the time, it uses normal ǫ-greedy

action selection. The value of ψ decays over time according to a

decay rate v so that the agent makes less use of old policies as it

improves its own. We use this method for teaching by letting ψ be

the teacher’s probability of giving advice.

However, for a teacher with limited expertise, PPR may not be

the optimal teaching algorithm. A PPR teacher provides action ad-

vice with a global probability ψ that is uniform across all states. If

the teacher is more confident in some states than others, it makes

more sense for advice probabilities to be higher in some states than

others. We therefore propose a new approach that uses confidence

measures to make advice probabilities state-specific.

2.1 Confidence Measure
In our proposed approach, agents need to be able to estimate

their confidence in a state. Because we assume limited expertise,

agents may not have much data to work with. To allow meaning-

ful estimates with limited data, we introduce a confidence measure

called update counting. The update-count of a state indicates how

many times a non-zero Q-value update has been made there. This

measure has a straightforward tabular implementation in discrete

settings, but it is also adaptable to continuous settings through tile

coding. Update-counts can be associated with tiles; the update-

count of a state is then the sum of the update-counts of its compo-

nent tiles.

2.2 Advice Probabilities
Because our proposed approach builds upon PPR, our teachers

compute a probability of giving advice in a state. We believe there

are several desirable properties for advice probabilities. First, they

should be higher in states where the teacher is more confident, so

that teachers give advice in proportion to their expertise. Second,

they should be capped at the ψ of the PPR algorithm, so that the

confidence-based teaching method integrates cleanly with the PPR

framework. Third, they should decay over time, so that teachers

gradually decrease their guidance as the student learns.

We now propose an algorithm that computes a probability of giv-

ing advice p(s) with the above properties. Let ct(s) and cs(s) rep-

resent the teacher and student confidences (i.e., update-counts) in

that state, respectively.
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Figure 1: Q-learning agents in a maze

The confidence-based PPR algorithm computes:

p(s) =

{
0 if ct(s) < 1

min
(
1 − cs(s)

ct(s)+d
, ψ

)
if ct(s) ≥ 1

The first condition states that a teacher should never give advice if it

has no knowledge about a state. The second dictates that the advice

probability p(s) depends on the relationship between the student’s

confidence and the teacher’s confidence. In states where the teacher

has higher confidence than the student, it gives advice with a higher

probability, up to a maximum of ψ. As the student’s confidence in

a state grows, the teacher gives advice with lower probability. As

the delay parameter d increases, teachers require students to reach

higher levels of confidence before they stop giving advice.

3. EVALUATION
To evaluate this novel teaching algorithm, we perform teaching

experiments in two domains. One is a discrete 20 × 20 maze, fully

described in the earlier Ask-For-Help work [1], in which our teach-

ers learn via standard tabular Q-learning. The other is mountain car,

a benchmark continuous domain [4], in which our teachers learn via

Sarsa with tile coding.

To produce teachers with limited expertise, we do not allow them

to train until their policies converge. Instead, we train teachers for

only 20 episodes. Each teacher then gives advice to students using

regular PPR or confidence-based PPR. We average 100 teacher-

student pairs for each experiment. Lower bounds for students are

represented by independent agents, who learn without teachers.

Upper bounds are represented by direct-transfer agents, who copy

the teacher’s entire Q-function, which our students do not have ac-

cess to.

Figure 1 shows some results from the maze. The most effec-

tive parameter settings here are v = 0.99 and d = 0. As ex-

pected, students with teachers outperform students without teach-

ers. The two teaching algorithms perform comparably in this do-

main. Confidence-based PPR does not outperform regular PPR

because this domain lacks critical decision points, which means

teachers can be less discerning about giving advice. However, we

did find that it achieves comparable performance using two orders

of magnitude less advice.

Figure 2 shows some results from mountain car. The most effec-

tive parameter settings here are v = 0.99 and d = 100. Both teach-

ing methods again speed up learning, but in this domain confidence-
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Figure 2: Sarsa learning students in mountain car

based PPR outperforms regular PPR. Differences in the areas under

these learning curves are statistically significant at the 95% confi-

dence level.

There are several potential reasons that confidence-based PPR

outperforms regular PPR in this domain. Mountain car may have

some critical decision points, where the relative values of student

and teacher confidences can play important roles in advice deci-

sions. The tile coding in mountain car provides state-space gener-

alization, which can cause student confidence to grow quickly in

some sets of states. Using confidence-based PPR, teachers are able

to back off quickly in these states, while still giving advice in less

common states.

4. FUTURE WORK AND CONCLUSIONS
This paper contributes an initial study of algorithms that agents

can use to teach each other in sequential decision tasks. We assume

a broadly applicable setting, in which teachers and students interact

only through action advice and in which teachers can have limited

expertise.

There are many potential directions for future work in this area.

For instance, teachers could explicitly reason about the expense of

communication versus the expected gain, which would be appropri-

ate in domains where communication has a non-zero cost. There

could also be multiple teachers, with different areas of expertise,

who must coordinate with each other.
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ABSTRACT
An important subclass of reinforcement learning problems
are those that exhibit only discrete uncertainty: the agent’s
environment is known to be sampled from a finite set of pos-
sible worlds. In contrast to generic reinforcement learning
problems, it is possible to efficiently compute the Bayes-
optimal policy for many discrete uncertainty RL domains.
We demonstrate empirically that the Bayes-optimal policy
can result in substantially and significantly improved perfor-
mance relative to a state of the art probably approximately
correct RL algorithm. Our second contribution is to bound
the error of using slightly noisy estimates of the discrete
set of possible Markov decision process parameters during
learning. We suggest that this is an important and prob-
able situation, given such models will often be constructed
from finite sets of noisy, real-world data. We demonstrate
good empirical performance on a simulated machine repair
problem when using noisy parameter estimates.
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1. INTRODUCTION
Reinforcement learning (RL) is a critical challenge in ar-

tificial intelligence, because it seeks to address how an agent
can autonomously learn to act well given uncertainty over
how the world works. Model-based RL explicitly estimates
parameters about the world dynamics and reward. Uncer-
tainty over these parameters is typically allowed to be a
continuous distribution. In contrast, there are many scenar-
ios which are commonly represented by discrete uncertainty:
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the specific world is initially unknown, but there are only a
finite set of possible worlds (which we represent by Markov
decision processes). Such problems can be represented ex-
actly as a finite-state partially observable MDP, where the
discrete hidden state represents the true world (and asso-
ciated parameters). While a related observation was made
in passing by Poupart et al. [7] who noted that a discrete
representation could be used to approximate continuous un-
certainty, here we argue that many problems naturally ex-
hibit finite uncertainty. For example, in customer relation-
ship management, there may be several different types of
customers, and the parameters of such customers can be
estimated, but the type of a new customer is unknown.

Due to the finite nature of the uncertainty of these RL
problems, we can use existing POMDP solvers to exactly
compute a Bayes-optimal (or ε-optimal) policy. A Bayes-
optimal RL policy is one that maximizes the expected dis-
counted sum of future rewards over the specified time hori-
zon, given an initial distribution of possible MDP model
parameters. This is a different objective than Probably Ap-
proximately Correct (PAC) RL algorithms (e.g. [5, 2, 9])
which guarantee, with high probability, to select actions
whose value is close to the value of the action that would
be taken in the optimal policy if the MDP parameters were
known, on all but a finite set of time steps. Though el-
egant, the number of time steps on which the algorithm
may be far from optimal is often prohibitively large. To
address this, practical instantiations of PAC RL algorithms
typically involve a tuning parameter, resulting in good em-
pirical performance, but eliminating theoretical guarantees.
If we could solve for the Bayes-optimal policy by treating
the problem as a POMDP [4], that would be appealing.
However, in generic RL the model parameter values can be
drawn from a real-valued set, this results in a continuous-
state POMDP which are very challenging to solve, and prior
Bayesian RL algorithms typically struggle to scale to large
problems, and/or do not provide bounds on the computed
policy’s performance(e.g. [7, 8]).

However, it may often be possible to efficiently solve for
an ε-Bayes-optimal policy in finite uncertainty domains. We
first demonstrate the benefit of Bayes-optimal RL on an ex-
isting domain that naturally exhibits finite uncertainty. In
the Wumpus grid world, an agent seeks to kill a wumpus
without being first killed by the wumpus or falling into a
pit. Our domain is almost identical to that described in [9],
except that there are only 8 possible pit locations instead of
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Figure 1: The agent is placed in one of the two
worlds, but it does not know which.

15. There are 3840 possible worlds, each with an associated
wumpus location and set of pits; however the agent origi-
nally does not know which world it is in. We used the freely
available APPL POMDP toolkit1 to compute an e-Bayes-
optimal policy (we set e = 0.001).

We compared to our approach to a PAC RL algorithm that
computes a policy by adding a reward bonus to state-action
pairs. This bonus is based on the variance of the possible
hidden model parameters [9]. We focus our comparison to
this variance-based bonus approach as the authors’ approach
outperformed a number of other approaches, including [1, 6].

In the Wumpus problem our Bayes-optimal policy has for-
mal bounds on the performance, and empirically outper-
formed (mean=0.656, t-test p < 0.001) the variance bonus
PAC RL approach without formal bounds (mean=0.478,
tuning parameter=0.25), highlighting the benefit of Bayes-
optimal RL. This, and many other, PAC RL approaches
provide a fixed bonus for exploration, independent of the re-
sulting possible benefit of such exploration, or the cost that
may be incurred to perform this exploration, in contrast to
Bayesian RL approaches.

2. IMPERFECT MODELS
We are interested in discrete uncertainty RL problems

that capture real-world domains. In such environments, the
possible models will generally be constructed from data. The
model parameters estimated from the data will likely have
a some error compared to the true generating parameters,
due to limited data or local-optima finding fitting methods
such as EM. For example, the true state of the world may
be that the agent is acting in one of the two MDPs shown
in Figure 1(a). However, the parameters of these two MDPs
may have been estimated with some error, and the agent
may think it is acting in one of the two MDPs shown in
Figure 1(b). We can bound the error in the value function
resulting from computing the value in a discrete uncertainty
RL problem which has parameters that have some error rel-
ative to the true parameters:

Theorem 1. Let P denote a discrete uncertainty rein-
forcement learning problem 〈S,A,R, γ, T1, . . . , TM , b0〉. In

each transition model define p(s′|s, a,m) = θsas′m. Let P̂ be
a second discrete uncertainty reinforcement learning prob-
lem 〈S,A,R, γ, T̂1, . . . , T̂M , b̂0〉. θ̂sas′m′ = p(s′|s, a,m′) =
p(s′|s, a,m) + εsas′m, where

P
s′ εsas′m = 1. Q(b, s, a) is

1http://bigbird.comp.nus.edu.sg/pmwiki/farm/appl/

the optimal expected discounted sum of future reward from
starting in belief state b and state s, and taking action a in
RL problem P . Q̂(b̂, s, a) is the same quantity for the RL

problem P̂ for in belief state b̂. Let

∆Q ≡ max
b,b̂,s,a

|Q(b, s, a)− Q̂(b̂, s, a)|.

Then

∆Q≤
γVmax max

b,b̂,s,a

P
s′

˛̨̨P
i−εsas′ib(i)+(θsas′i+εsas′i)(b(i)−b̂(i))

˛̨̨
1− γ .

Given space limitations we omit the proof. In the worst case
the bound provides little limitations. However, the bound is
tight when no error is present: if εsas′i = 0 ∀i, then b(i) =

b̂(i) at all time steps, and ∆Q = 0, as expected.
We are interested in the empirical performance of a Bayes-

optimal algorithm computed for a discrete uncertainty RL
problem when the parameters provided are slightly different
than the true domain MDPs’ parameters. We have con-
ducted preliminary experiments on a machine maintenance
problem similar to that in [3]. These initial results suggest
that a Bayes-optimal RL approach performs as well or better
than the PAC RL variance bonus approach [9].

Our work is the first to examine Bayes-optimal RL in do-
mains which inherently exhibit finite uncertainty. We have
demonstrated that it is computationally tractable to com-
pute Bayes-optimal policies in some such domains, and that
such policies can perform significantly better than PAC RL
approaches. We also provided a bound on the error of us-
ing slightly erroneous model parameters, which may be an
important and common scenario in real-world situations.
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ABSTRACT 
Episodic memory endows autonomous agents with useful 
cognitive capabilities. However, for long-lived agents, there are 
numerous unexplored computational challenges in supporting 
useful episodic-memory functions while maintaining real-time 
reactivity. This paper presents and summarizes the evaluation of 
an algorithmic variant to the task-independent episodic memory of 
Soar that expands the class of tasks and cues the mechanism can 
support while remaining reactive over long agent lifetimes. 

Categories and Subject Descriptors 

I.2.6 [Artificial Intelligence]: Learning 

General Terms 
Algorithms, Measurement, Performance, Experimentation 

Keywords 
Computational architectures for learning, Single agent learning 

1. INTRODUCTION 
Prior research has shown that autonomous agents with episodic 
memory, a task-independent, autobiographical store of prior 
experience [11], are more capable in problem solving, both 
individually [5][10] and with other agents [3][9]; better account 
for human psychological phenomena, such as those relating to 
memory blending [1] and emotional appraisal [4]; and are more 
believable as virtual characters [4] and long-term companions [8]. 

However, little work examines the computational challenges 
associated with maintaining effective and efficient access to 
experience over long periods of time. Most approaches to storing 
and retrieving episodic knowledge are task-specific (e.g. [9]) or 
apply to temporally limited problems (e.g. [5]). 

By contrast, the episodic memory that is part of Soar [6] is 
task-independent and has been applied to complex, temporally 
extended tasks, such as action games [2] and mobile robotics [7]. 
To support effective and efficient episodic operation, the current 
mechanism makes specific design decisions within a space of 
algorithmic options. This paper presents and summarizes the 
evaluation of an algorithmic variant that expands the tasks and 
cues the mechanism can support while remaining reactive over 
long time periods, without adversely affecting performance. 

2. EPISODIC MEMORY IN SOAR 
Soar’s episodic memory [10] comprises three phases: (1) 
automatically encoding agent state; (2) storing this information as 
episodic knowledge; and (3) supporting retrieval at a later time. 

The state of a Soar agent is represented as a connected di-
graph. Episodic memory automatically encodes and permanently 
stores changes to this graph. Agents can later retrieve an episode 
by constructing a cue: a directed, connected, acyclic graph that 
specifies task-relevant relations and features. The cue-matching 
process identifies the “best” matching episode: the most recent 
episode that has the greatest number of structures in common with 
cue leaf nodes. Episodic memory then reconstructs this episode 
within a pre-specified region of the agent-state graph. 

The cue-matching process (a) returns an episode if one exists 
that contains at least one feature in common with a cue leaf and 
(b) returns the “best” episode with respect to cue structure, cue 
leaves, and temporal recency. In the worst case, the encoding, 
storage, and retrieval operations scale at least linearly with state 
changes. However, exploiting regularities in state representation 
and dynamics may improve expected performance. 

The current episodic-memory mechanism [2] exploits two 
regularities of agent state, both of which have been applied in the 
rule-matching literature. The first is temporal contiguity: agent-
state changes between episodes will be few relative to agent-state 
size. The second is structural regularity: agent knowledge will 
reuse representational structure, and so over time, the number of 
distinct structures will be much smaller than the total experienced. 
Soar’s episodic memory exploits these assumptions. Episodic 
knowledge is captured in a dynamic-graph index, composed of (1) 
a global structure, termed the Working-Memory Graph (WMG), 
which captures all distinct graph edges that have been encoded, 
and (2) a set of temporal intervals that capture when each edge of 
the WMG was added to/removed from agent state. The cue-
matching algorithm uses a subset of the WMG as a discrimination 
network (termed the DNF Graph), through which it streams 
relevant changes, such as to evaluate episodes relative to the cue. 

3. NOVEL ALGORITHMIC VARIANT 
Our algorithmic variant exploits a stronger form of the structural-
regularity assumption: over long agent lifetimes, the number of 
distinct structures represented within a single episode is likely to 
be much smaller than the total number of distinct structures. The 
algorithm exploits this assumption by building the DNF Graph 
incrementally, adding edges when they are relevant and removing 
them as they become obsolete. We hypothesized that over long 
agent lifetimes, this algorithm would improve retrieval time, 
especially for cues that match relatively recent episodes; however, 
tradeoffs exist. First, extra computation is required to dynamically 
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maintain the DNF Graph, which may exceed any performance 
gains, especially for simple cues. Second, the storage process 
must encode additional information: the most recent episode 
during which each WMG edge was represented in agent state. 

4. EVALUATION 
We implemented our algorithmic variant in Soar v9.3.1 and 
evaluated agents that use episodic memory for hours to days of 
real time. We applied over 100 cues in numerous tasks, spanning 
word-sense disambiguation, 44 instances of 12 planning domains 
(e.g. Grid and Logistics), 3 video games, and mobile robotics.  

To evaluate scaling, we measured the time to perform 
episodic operations. For cue matching, we instrumented Soar to 
perform this operation 100 times for each cue at regular intervals. 
All experiments were performed on a Xeon L5520 2.26GHz CPU 
with 48GB RAM running 64-bit Ubuntu v10.10. 

Our algorithm did not greatly impact performance in most 
tasks; however, it did enable a new, general capability for long-
running agents using episodic memory: the management of long-
term goals. This capability is best illustrated in the mobile-
robotics domain, which has been used in prior work both in 
simulation and on physical hardware [7]. The agent perceives both 
physical perception data and symbolic representations of objects, 
rooms, and doorways. The agent’s task is to explore a building, 
consisting of 100 offices, and then execute a fixed patrol pattern. 
While performing these tasks, the agent builds an internal map, 
which it uses for path planning and navigation. One cue in this 
domain asks, “When was my desired destination doorway #5?” 
The agent could examine episodes that followed this retrieval to 
recall progress made towards that goal. We ran the agent for 12 
hours of real-time operation and measured performance every 
300K episodes (~10 min.). 

Figure 1 shows timing data to evaluate this cue, comparing 
maximum cue-matching time (in msec.) between Soar’s current 
algorithm (“baseline”) and our algorithmic “variant.” Both 
algorithms exhibit growth in cue-matching time because some 
features in the cue are relevant with each new goal the agent 
encodes, but the goal of interest is increasingly distant in time. 
The first difference between the data sets is the number of 
episodes encoded over the 12-hour period: whereas the baseline 
algorithm encoded over 58 million, our variant encoded nearly 
109 million. This difference has to do with optimizations we 
implemented in the incremental episodic-encoding algorithm, 
which resulted in an average of more than 50% improvement in 
encoding/storage speed in this task. However, both algorithms 
exhibit a common shift in behavior when the agent has finished 
exploring the building and proceeds to execute a patrol (~8M 

episodes for baseline, ~12M for variant). Before this point, the 
agent encodes new navigation goals much more frequently than 
after, and so the maximum search time grows more slowly after 
this point. Before the shift, our variant grows 3.6x slower than the 
baseline, and after it grows 4.9x slower. Furthermore, in fewer 
than 12 hours, the maximum computation time for the baseline 
algorithm grows above 50 msec., a level of reactivity that has 
been established in numerous domains, including video games, 
robotics, and HCI. By contrast, given the rate of growth in this 
task, our variant algorithm can continue to provide reactive real-
time cue-matching performance for nearly 694M episodes (> 3 
days of real time). The goal-management cue in the mobile-
robotics domain is just one instance in a class of episodic cues and 
tasks in which there is a growth of distinct structures over the 
agent’s lifetime. This data provides evidence that our algorithmic 
variant expands the problems in which Soar’s episodic memory 
can support useful operation while agents remain reactive in 
dynamic environments over long time periods. 
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ABSTRACT
In multiagent scenarios where decision-makers have to coor-
dinate actions (e.g., minority and congestion games), previ-
ous works have shown that agents may reach coordination
mostly by looking at past decisions. Not many works con-
sider the structure behind agents’ connections. When struc-
ture is indeed considered, it assumes some kind of random
network with a given, fixed connectivity degree. The present
paper departs from this approach mainly as follows. First,
it considers network topologies based on preferential attach-
ments (especially useful in social networks). Second, the for-
malism of random Boolean networks is used to allow agents
to consider their acquaintances. Our results using preferen-
tial attachments and random Boolean networks show that
an efficient equilibrium can be achieved, provided agents do
experimentation. Also, we show that influential agents tend
to consider few inputs in their Boolean functions.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems

General Terms
Algorithms

Keywords
Multiagent Systems, Self-organizing System, Minority
Game, Traffic Simulation

1. INTRODUCTION
In multiagent systems, agents often face binary situations

that require coordination among the agents. In minority
games, previous works have shown that agents may reach
appropriate levels of coordination, mostly by looking at the
history of past decisions. Not many approaches consider
any kind of structure of the network, i.e. how agents are
connected. When structure is indeed considered, it assumes
some kind of random network with a given, fixed connectiv-
ity degree. The present paper departs from the conventional

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
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approach in three main ways. First, it considers more real-
istic network topologies, based on preferential attachments
[2]. This is especially useful in social networks. Second,
the formalism of random Boolean networks is used to help
agents to make decisions given their attachments (for ex-
ample acquaintances). This is coupled with a reinforcement
learning mechanism that allows agents to select strategies
that are locally and globally efficient. Third, for the sake of
illustration we use two different scenarios that differ greatly
in the way the reward function is structured, namely the El
Farol Bar Problem (EFBP, a kind of minority game) [1], and
an iterated binary route choice scenario (adapted from [5]),
henceforth referred as IRC. With this approach we target
systems that adapt dynamically to changes in the environ-
ment, including other adaptive decision-makers.

Minority games have been the focus of many works. Re-
garding the general idea, the most similar works to the
present paper have appeared in [4] and in [3]. In these cases,
a kind of social network was considered. However, the con-
nectivity was such that the average number of neighbors
with whom each agent interacts was fixed. In the present
paper we use a topology with preferential attachment, which
basically means that a few nodes have big connectivity while
the majority of the nodes are connected to just another node.

2. METHODS
Here we use RBN’s to equip the agents with a decision-

making framework. RBN’s are made up of binary variables.
N agents form a network and each must decide which bi-
nary action to perform. Each agent is represented by one
of these binary variables. These in turn are, each, regulated
by some other variables, which serve as inputs. The dy-
namical behavior of each agent, namely which action it will
execute at the next time step, is governed by a logical rule
based on a Boolean function. These functions specify, for
each possible combination of K input values, the status of
the regulated variable. Thus, being K the number of input
variables regulating a given agent, since each of these inputs
can be either on or off (1 or 0), the number of combinations
of states of the K inputs is 2K . For each of these combina-
tions, a specific Boolean function must output either 1 or 0,
thus the total number of Boolean functions over K inputs is

22K

. When K = 2, some of these functions are well-known
(AND, OR, XOR, NAND, etc.) but in general there is no
obvious semantics. More details and a simple example of
this regulation process can be found in [3].

By using RBN’s, in the EFBP for instance, we replace
the space of possible strategies described in [1] by a set of
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Boolean functions. This also means that each node is con-
nected to a given number of others. Hence, instead of having
a random strategy, each node has random Boolean functions
and uses them to determinate whether or not to go to the
bar. Similarly, in the IRC scenario, instead of using a prob-
abilistic approach to select a route (as in [5]), each driver
agent explores a set of functions and a set of connections to
other agents in order to make the route decision.

Each agent i ∈ N is a node in a random Boolean network
and is connected to Ki others (notice that K hence may
vary from agent to agent). Another parameter of the model
is the number of functions each node possesses, |F|.

Given the nature of minority games, the utility is highly
coupled with the efficiency at system level. Efficiency is
a domain-dependent concept related to the equilibrium of
the particular system. In the EFBP the equilibrium calls
for the bar accommodating ρ agents (in the original work
ρ = 60%). In the IRC, the equilibrium is such that route
M carries ρ = 2

3
of the traffic. Therefore agents must adapt

and find functions that are efficient, i.e., provide high utility.
Our approach for adaptation of the functions that are used
at local level is based on an ε-greedy exploration process. At
time step t = 0 one function from the set of |Fi| is assigned
to each i. Then, at each further time step, the node decides
to change the current function with probability ϕ. In case of
a change, a new one is ε-greedy selected based on the utility
it has provided so far. In the beginning of the simulation
ε = 1 to allow exploration, but every time a function is
changed, the value of ε is multiplied by δ < 1.

According to fi and to the value of the Ki entries, either
0 or 1 is output. In the EFBP scenario 0 means the agent
stays at home; 1 means go to the bar. In the route choice
scenario 0 and 1 mean the agent selects the main route (M)
or its alternative respectively.

So far we have introduced the basic procedures, where
each node has fixed connections, i.e., the set of Ki acquain-
tances does not change with time. Next, a variant called
change worst (CW) is described. The CW variant is more
utilitarian but also more realistic, in the sense that now
agents evaluate the quality of their acquaintances. In the
real-world, if someone is not performing well in the game,
it will be likely to be labeled a black sheep and will be less
and less considered as a part of a group (even if its bad
performance may not be directly related to others). Thus,
in this variant, each i looks at the reward rj of each j it is
connected and finds the agent with the worst reward. Let
j− be this agent. Agent i then marks j− as a candidate for
replacement, meaning that if i finds a better friend, it will
no longer consider the action of j− when deciding its own
action. To replace j−, i will look for a better connection
among the best friends of its friends. Let j+ be this agent.
This does not affect j+ since the relationship is not bidirec-
tional. j− however becomes less popular while j+ increases
its popularity and influence. In this process some nodes turn
highly influential.

3. EXPERIMENTS AND RESULTS
The experiments performed (each repeated 30 times) con-

sider the following values for the mentioned parameters: the
horizon of simulation is tmax = 1000 time steps; N = 900
in both scenarios (this was the experimental setting in [5]);
|F| = 10; ϕ ∈ {0.1, 0.2, 0.9} and δ ∈ {0.999, 0.99, 0.9}.

In the case of the EFBP the main metric to be analyzed is

the amount of agents ρ that go to the bar (as in [1] in which
ρ = 60%). In the IRC, for N = 900 agents, the reward
function is balanced in a way that an equilibrium for the
distribution of reward occurs when 600 agents select M . In
the CW variant, besides these two metrics for each domain,
we have also performed microscopic analysis about how the
topology of the network changes (details of this dynamics
available on demand). We do this aiming at understanding
the role of degree in the reward of the agents, as well as the
degree distribution in the efficiency of the whole system.

Due to lack of space we do not show the plots but notice
that in the case in which Ki does not change, in both the
EFBP and the IRC the system efficiency is reached (the
time taken depends on values of the parameters, especially
ϕ). In the CW variant, we notice that the convergence to the
efficient action selection now takes more time, due to the fact
that not only functions change in the CW case but also the
connections. We have also conducted microscopic analysis,
whose conclusion is that more influential nodes tend to be
simple (low K), probably because, having less functions to
try, they are more foreseeable, thus making the adaptation
to them (by the neighbors) easier.

4. CONCLUSION
As it is common in minority and congestion games, in-

stead of assuming knowledge about the history of the in-
teractions, in the present paper we assume that agents in-
teract in a social network. In particular, differently from
previous works, the connectivity degree K is not homoge-
neous. Rather, agents are connected based on preferential
attachment. We then let each agent i decide which action
to do based on a Boolean function that maps the inputs of
Ki acquaintances to i’s output. Our approach admits some
variants that were tested, as for instance whether or not to
exchange acquaintances. We have found that using our ap-
proach, each agent is able to select an action that brings
the system to the equilibrium, thus achieving the implicit
coordination already observed by other authors. Moreover,
using agent-based simulation, we are able to study micro-
scopic properties such as how the influences change within
time. The main finding is that more influential nodes tend
to be simpler, i.e., have few inputs only.
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ABSTRACT
We propose a model of strategic network formation in repeated
games where players adopt actions and connections simultaneously
using a simple reinforcement learning scheme. We demonstrate
that under certain plausible assumptions the dynamics of such sys-
tems can be described by so called replicator equations that char-
acterize the co-evolution of agent strategies and network topology.
Within this framework, the network structures emerging as a re-
sult of the game-dynamical interactions are described by the stable
rest points of the replicator dynamics. In particular, we show using
both simulations and analytical methods that for certain N -agent
games the stable equilibria consist of star motifs as the main build-
ing blocks of the network.

Categories and Subject Descriptors
I.2 [Artificial intelligence]: Distributed Artificial Intelligence

General Terms
Theory, Algorithms

Keywords
Strategic network formation, Q-learning, Evolutionary game theory

1. INTRODUCTION
Many complex systems can be represented as networks where

nodes correspond to entities and links encode interdependencies
between them. Generally, statistical models of networks can be
classified into two different approaches. In the first approach, net-
works are modeled via active nodes with a given distribution of
links, where each node of the network represents a dynamical sys-
tem. In this setting, one usually studies problems related to epi-
demic spreading, opinion formation, signaling and synchronization
and so on. In the second approach, which is grounded mainly in a
graph-theoretical approach, nodes are treated as passive elements.
Instead, the main focus is on dynamics of link formation and net-
work growth. Specifically, one is interested in algorithmic meth-
ods to build graphs formed by passive elements (nodes) and links,
which evolve according to pre-specified, often local rules. This ap-
proach has produced important results on topological features of
social, technological and biological networks.
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More recently, however, it has been realized that modeling in-
dividual and network dynamics separately is too limited to cap-
ture realistic behavior of networks. Indeed, most real–world net-
works are inherently complex dynamical systems, where both at-
tributes of individuals (nodes) and topology of the network (links)
can have inter–coupled dynamics. For instance, it is known that
in social networks, nodes tend to divide into groups, or communi-
ties, of like-minded individuals. One can ask whether individuals
become like-minded because they are connected via the network,
or whether they form network connections because they are like-
minded. Clearly, the distinction between the two scenarios is not
clear-cut. Rather, the real world self-organizes by a combination of
the two, the network changing in response to opinion and opinion
changing in response to the network. Recent research has focused
on the interplay between attribute and link dynamics (e.g., see [2,
4, 1] for a recent survey of the literature).

Here we suggest a simple model of co–evolving network that is
based on the notion of interacting adaptive agents. Specifically, we
consider network–augmented multi–agent systems where agents
play repeated game with their neighbors, and adapt both their be-
haviors and the network ties depending on the outcome of their in-
teractions. To adapt, agents use a simple learning mechanism to re-
inforce (punish) behaviors and network links that produce favorable
(unfavorable) outcomes. Thus, the agent strategies and network
topology evolve in tandem. We show that the collective evolution
of such a system can be described by appropriately defined repli-
cator dynamics equations. Originally suggested in the context of
evolutionary game theory (e.g., see [3]), replicator equations have
been used to model collective learning and adaptation in systems
of interacting self–interested agents [5].

2. MODEL
Let us consider a set of agents that play repeated games with

each other. We differentiate agents by indices x, y, z, . . .. The
time–dependent mixed strategies of agents can be characterized by
a probability distribution over the choice of the neighbors and the
actions. For instance, pixy(t) is the probability that the agent x will
choose to play with agent y and perform action i at time t.

Furthermore, we assume that the agents adapt to their environ-
ment through a simple reinforcement mechanism. Among different
reinforcement schemes, here we focus on (stateless)Q-learning [6].
In this case, it is known that the evolution of the agent strategies is
governed by so called replicator equation [5]:

ṗixy
pixy

=
∑

j

Aijxyp
j
yx −

∑

i,j,ỹ

Aijxỹp
i
xỹp

j
ỹx + T

∑

ỹ,j

pjxỹ ln
pjxỹ
pixy

(1)

We now make the assumption that the agents’ strategies can be fac-
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torized as follows:

pixy = cxyp
i
x ,
∑

y
cxy = 1,

∑
i
pix = 1. (2)

Here pix is the probability for agent x to select action i, whereas
cxy characterizes the strength of the directed link x→ y. Note that
generally links are asymmetric, cxy 6= cyx.

Substituting 2 in 1, then taking summation of both sides in the
resulting equation, once over y and then over i, we obtain

ṗix
pix

=
∑

ỹ,j

Aijxỹcxỹcỹxp
j
ỹ −

∑

i,j,ỹ

Aijxỹcxỹcỹxp
i
xp
j
ỹ

+ T
∑

j

pjx ln(pjx/p
i
x) (3)

ċxy
cxy

= cyx
∑

i,j

Aijxyp
i
xp
j
y −

∑

i,j,ỹ

Aijxỹcxỹcỹxp
i
xp
j
ỹ

+ T
∑

ỹ

cxỹ ln(cxỹ/cxy) (4)

Equations 3, 4 describe the mutual evolution of the agents’ strate-
gies and the network structure. Here we focus on the case T = 0.

We should note that generally, the replicator dynamics (and Nash
equilibria) in matrix games are invariant with respect to adding any
column vector to the payoff matrix. However, this invariance does
not hold in the present networked game. The reason for this is the
following: if an agent does not have any incoming links (i.e., no
other agent plays with him/her), then he always gets a zero reward.
This poses a certain problem. For instance, consider the game of
Prisoner’s Dilemma where the payoff for mutual defection is P :
In general, the outcome of the game should not depend on P as
long as the structural properties of the payoff matrix is the same.
However, in our case the situation is different. Indeed, if P < 0,
an agent might decide to avoid the game by isolating himself (i.e.,
linking to agents that do not reciprocate), whereas for P > 0 the
agent might be better of participating in a game.

To resolve this issue, we assume that every time a partner of
agent x refuses to play, x receives a negative payoff −cp < 0,
which can be viewed as a cost of isolation. The introduction of
this cost merely means adding a constant to the reward matrix. The
adjusted reward matrix elements aij are given by aij = bij + cp,
where B is the game reward matrix and similar for all agents.

3. REST-POINTS AND LOCAL STABILITY
To examine the emergent network structures, we need to study

the stable rest points of the replicator equations. Those rest points
can be found by nullifying the right hand sides of Equations 3 and
4. Furthermore, the stability of those rest points are characterized
by the eigenvalues of the corresponding Jacobian matrix

J =




∂ċij
∂cmn

∂ċij
∂pm

∂ṗm
∂cij

∂ṗm
∂pn


 =

(
J11 J12
J21 J22

)
(5)

For two-action games, the diagonal blocks J11 and J22 are L × L
and N ×N square matrices, respectively, where L = N(N − 2).
Similarly, J12 and J21 are L×N andN×Lmatrices, respectively.

We have performed thorough analytical characterization of the
above system for three-player two-action games, which is the min-
imal system that exhibits non-trivial structural dynamics. In partic-
ular, we have demonstrated that for this class of games it is possible
to characterize all the rest-points of the learning dynamics and ex-
amine their stability properties analytically.

We have also examined the behavior of the co-evolving system
for large number of agents using both simulations and analytical
techniques. We found that in the asymptotic limit, the networks
formed by the reciprocated links (i.e., cxycyx 6= 0) consists of star
motifs. A star graph Sn is a graph with n nodes and n − 1 links,
connecting one central node with the other n−1 nodes. We further
observed that the basin of attraction of motifs shrinks as the motif
size grows, so that smaller motifs are more prevalent.

As an example, we performed simulations for 100 agents inter-
acting via the following Prisoner’s Dilemma (PD) reward matrix:

B =

(
(3, 3) (0, 5)
(5, 0) (1, 1)

)

We run the simulation for 5000 different random initializations.
When the cost of isolation is sufficiently large, cp ≥ −b22, then
the network breaks down into isolated star motifs. We observed
that 91.26% of the motifs are S2, 8.41% are S3, 0.32% S4, and
0.02% of S5 star motifs. Within those stable networks, all the
players choose the second action (defect). Furthermore, we have
shown analytically that in a system with N -agents the star network
SN is in fact a stable rest point of the learning dynamics. Finally,
when cp < −b22, the network structure is such that links are not
reciprocated, so that the agents effectively do not interact.

4. DISCUSSION
In conclusion, we have presented a replicator–dynamics based

framework for studying mutual evolution of network topology and
agent behavior in a network–augmented system of interacting adap-
tive agents. By assuming that the agents’ strategies allow appropri-
ate factorization, we derived a system of a coupled replicator equa-
tions that describe the mutual evolution of agent behavior and net-
work link structure. For N-player games, we reported both simula-
tion and analytical results, which suggests that star-like structures
are the most prevalent motifs emerging in our game-dynamical net-
work formation. As future work, we plan to perform a more thor-
ough analysis of the N-agent systems. Finally, we note that the
main premise behind our model is that the strategies can be factor-
ized according to Equations 2. While this assumption seems to be
justified for certain games, its limitations need to be studied further.
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1. INTRODUCTION
This article shows that seemingly diverse implementations

of multi-agent reinforcement learning share the same basic
building block in their learning dynamics: a mathematical
term that is closely related to the gradient of the expected re-
ward. Specifically, two independent branches of multi-agent
learning research can be distinguished based on their respec-
tive assumptions and premises. The first branch assumes
that the value function of the game is known to all play-
ers, which is then used to update the learning policy based
on Gradient Ascent. Notable algorithms in this branch in-
clude Infinitesimal Gradient Ascent (IGA) [7], the variation
Win or Learn Fast IGA (WoLF) [3] and the Weighted Pol-
icy Learner [1]. The second branch of multi-agent learn-
ing is concerned with learning in unknown environments,
using interaction-based Reinforcement Learning, and con-
tains those algorithms which have been shown to be formally
connected to the replicator equations of Evolutionary Game
Theory. In this case, the learning agent updates its policy
based on a sequence of 〈action, reward〉 pairs that indicate
the quality of the actions taken. Notable algorithms include
Cross Learning (CL) [4], Regret Minimization (RM) [6],
and Frequency Adjusted Q-learning (FAQ) [5]. This arti-
cle demonstrates inherent similarities between these diverse
families of algorithms by comparing their underlying learn-
ing dynamics, derived as the continuous time limit of their
policy updates. These dynamics have already been investi-
gated for algorithms from each family separately [1, 2, 3, 5,
6, 7], however, they have not yet been discussed in context
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of the relation to each other, and the origin of their simi-
larity has not been discussed satisfactorily. In addition to
the formal derivation, directional field plots of the learning
dynamics in representative classes of two-player two-action
games illustrate the similarities and strengthen the theoret-
ical findings.

2. ANALYSIS
This section presents an overview of the dynamics of the

different algorithms, and highlights their similarities. The
discussion is limited to the domain of two-player normal
form games for sake of clarity. In these games the payoff
function can be represented by a bi-matrix. A general pay-
off matrix for two-action games, and two specific examples
can be denoted as follows, where player 1 and 2 select row i
or column j and receive a reward of Aij or Bij respectively:

(
A11, B11 A12, B12

A21, B21 A22, B22

)
C
D

C D(
3
5
, 3

5
0, 1

1, 0 1
5
, 1

5

)
H
T

H T(
1, 0 0, 1
0, 1 1, 0

)

Payoff bi-matrix Prisoner’s Dilemma Matching Pennies

The dynamics within two-player two-action games have been
studied individually for several algorithms. Let x and y
denote the probability of selecting the first action by the
first and second player respectively. Furthermore, α is the
learning rate, h = (1,−1), V is the value function and xe

is a probability belonging to a Nash equilibrium. FAQ also
has a temperature parameter τ that controls the balance
between exploration and exploitation. Unifying the notation
from literature and factoring out the common gradient ð =[
yhAhT + A12 − A22

]
the learning dynamics ẋ for player 1

can be summarized as follows:

Alg. ẋ (change in probability of first action)
IGA αð

WoLF ð ·
{

αmin if V (x, y) > V (xe, y)
αmax otherwise

WPL αð ·
{

x if ð < 0
(1− x) otherwise

CL αx(1− x) ð
FAQ αx(1− x)

[
ð ·τ−1 − log x

1−x

]

RM αx(1− x) ð ·
{

(1 + αxð)−1 if ð < 0
(1− α(1− x)ð)−1 otherwise

More generally, the first and second players’ policy will be
denoted as π and σ (i.e., π1 = x and σ1 = y in two-action
games). The dynamics are illustrated in Figure 1 and are
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Figure 1: This figure shows the learning dynamics of the various algorithms in the Prisoners’ Dilemma and
Matching Pennies. The dynamics of RM are visually indistinguishable from CL in this scenario. The Nash
Equilibria are indicated with ⊗.

now decomposed qualitatively for the class of two-agent nor-
mal form games. Let ei denote the ith unit vector and let n
be the number of actions. Gradient Ascent is defined using
the orthogonal projection function Φ, which projects the
gradient onto the policy simplex thereby ensuring a valid
policy (i.e., ∀πi : 0 ≤ πi ≤ 1).

∆πi ← α
∂V (π, σ)

∂πi
= α lim

δ→0

[π + Φ(δei)] AσT − πAσT

δ

= αΦ(ei)AσT = α

(
eiAσT − 1

n

∑

j

ejAσT

)

In contrast, CL, FAQ and RM ensure validity of the policy
update by making the update rule proportional to π. In-
corporating proportional updating into the gradient-based

policy update rule yields πi(t + 1)← πi(t) + πi
∂V (π,σ)

∂πi
.

In order to incorporate this different approach, the projec-
tion function Φ needs to change as well in order to properly
map the weighted gradient. Intuitively, this can be achieved
by using a weighted mean instead of a standard mean, such
that Φ̂(ζ, w) = ζ −∑j wjζj where w is a normalized weight
vector. Using w = π, this leads to the following dynamics:

π̇i = πi lim
δ→0

[
π + Φ̂(δei, π)

]
AσT − πAσT

δ

= πiΦ̂(ei, π)AσT = πi[eiAσT − πAσT ]

These resulting dynamics are exactly the dynamics of Cross
Learning, showing that it is equivalent to Gradient Ascent
with proportional updates. This provides a strong link be-
tween the two families of algorithms, gradient ascent on the
one hand and independent multi-agent reinforcement learn-
ing on the other.

3. CONCLUSIONS
The main contributions can be summarized as follows:

First, it is shown that the replicator dynamics are a prime

building block of various types of independent reinforcement
learning algorithms, such as Cross Learning, Regret Mini-
mization, and Q-learning. Second, the replicator dynamics
are shown to relate to the gradient of the expected reward,
which forms the basis of Gradient Ascent. Both the replica-
tor dynamics and gradient ascent have an update rule that
is based on the difference between the expected reward of
an action and the average expected reward over all actions.
The only difference is how each action’s update is weighted:
gradient ascent assumes uniform weights as given by the
gradient, whereas the replicator dynamics use the action-
selection probabilities as weights.
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ABSTRACT
This work presents a new class of multiagent reinforcement
learning algorithms that takes advantage of negotiation in
order to improve the process of action selection. In this class
of algorithms, agents use communication to cooperate and
negotiate over the joint actions, thus enhancing the process
of action selection. In this paper a new algorithm in this
class is proposed: the Negotiation-based Q-Learning (NQL),
which uses negotiation in the context of the Q-Learning al-
gorithm. Results show that allowing negotiation between
agents significantly enhances the performance of the multi-
agent learning process.

Categories and Subject Descriptors
I.2.6 [Artificial Intelligence]: Learning; I.2.11 [Artificial
Intelligence]: Distributed Artificial Intelligence—Multia-
gent Systems

General Terms
Algorithms, Theory

Keywords
Multiagent Reinforcement Learning, Negotiation

1. INTRODUCTION
In their work, Claus and Boutilier [1] have defined two

forms of multiagent reinforcement learning (MARL): Inde-
pendent learners (ILs), which apply Q-learning in the classic
sense, ignoring the existence of other agents, and the Joint
Action Learners (JALs) that, in contrast, learn the value of
their own actions in conjunction with those of other agents.

The main problem of the JAL algorithm is the size of the
representation of joint actions and states, which is a key
factor that limits the use of algorithms for MARL in com-
plex problems. Another known issue of the JAL is that it
is not guaranteed that the chosen set of actions is coordi-
nated with those of other agents. This may in turn lead to
agents converging to different targets. Even in cooperative
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games, two agents could end up with two different, possibly
uncoordinated (and hence inefficient), policies.

To cope with these problems, this work presents a new
class of MARL algorithms that uses negotiation to choose
the actions agents execute. Negotiation is employed by in-
dependent learning agents to implement cooperative actions
when it is better than to act individually. Since a centralized
solution is usually not feasible in large state-action spaces,
decomposing the problem into subproblems using coopera-
tion between independent agents in some parts of the envi-
ronment is a way to reduce the complexity of the problem.

2. COMBINING NEGOTIATION
AND MULTIAGENT RL

To describe the class of algorithms that can be imple-
mented by extending any MARL algorithm using negotia-
tion, we propose a meta algorithm that is a high level de-
scription of how negotiation should be used in MARL, and
serves as a template for extending traditional algorithms.

The main characteristic of the meta algorithm is that, be-
fore selecting what actions to perform, agents (when acting
independently) negotiate with the aim of deciding which ac-
tions to take. This is shown in Algorithm 1, where si is the
state that describes the system at a defined moment, as seen
by agent i, and A is the set of actions to be used.

The negotiation algorithm used in this work is based on
the one proposed by Fabregues and Sierra [2], which consists
of “repeat a sequence of: a number of negotiation rounds
up to the time limit, a selection of actions from the set of
agreed upon joint plans and their execution. When new
messages arrive, the algorithm check if it is a proposal. If it
is, the message is stored in the set of proposals. This set is

Algorithm 1 The Negotiation MARL Meta-algorithm

Initialise Q̂i arbitrarily.
repeat

Observe the state si.
Negotiate with other agents the actions A to be used.
Execute action ai.
Receive the reinforcement ri.
Observe the next state s′

i.
Update the values of Q̂i.
si ← s′

i.
until some stopping criteria is reached.
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periodically checked to select a subset of proposals that can
be jointly acceptable. The rest of proposals are rejected. If
none of the proposals is good enough, a new deal is selected
and the negotiation round is finished. Every proposal is
stored until an answer is received or a timeout fires” [2].

We use their algorithm for the purpose of negotiating in
a learning scenario as follows: an agent i uses an ǫ− greedy
strategy to choose a set of actions ~a. This set may contain
actions for all agents, for some of the agents, or only for
agent i itself. We remark that the latter occurs especially in
the beginning of the learning process. If ~a involves two or
more agents, i formulates a proposal regarding a joint action
and sends this to other agents. This proposal also contains
the expected utility of taking the joint action. During a
certain period of time (set by a variable called “patience”),
the agents collect proposals from the others.

Following this phase, i.e., after all agents have collected a
set of proposal, each agent chooses the proposal that maxi-
mizes its expected return, and informs others which action
was selected. It may occur that agent i decides to act as an
IL, because the individual action ai has the best utility for
this agent when compared to those that were proposed. In
this case, i must at least inform other agents of its action
selection, so that the others can update their Q-values using
the correct action for every agent.

It is important to notice that if the action the agent chooses
to execute was a random exploration move, then the agent
will not negotiate. It only informs other agents about this
action. This is a characteristic that enables existing conver-
gence proofs to hold for this new class of algorithms.

3. VALIDATION OF THE ALGORITHM
To validate the mentioned new class of MARL algorithms,

the algorithm called Negotiation based Q-Learning (NQL)
is proposed, which uses negotiation in the well-known RL
algorithm Q-Learning. By means of negotiation, NQL can
implement cooperative actions only when it is better than
to act individually. Therefore, it can be seen as an IL that
acts as a JAL in some situations.

Empirical evaluations were carried out in a simulator for
the robot soccer domain that extends the one proposed by
Littman in [3]. In this domain two teams, A and B, with 2
players each, compete in a 4×5 grid (agents are cooperative
inside one team, competitive between the teams). The al-
lowed actions are: move (north, south, east and west) or pass
the ball to another agent. The action “pass the ball” from
agent ai to aj is successful if there is no opponent between
them. If there is an opponent, it will catch the ball and the
action will fail. A complete description of this domain can
be found in [3].

In the first experiment, two teams using the algorithms Q-
learning and NQL play against an opponent team in which
agents move randomly. Thirty training sessions were run
for each team, with each session consisting of 5000 games of
10 trials. A trial finishes whenever a goal is scored by any
of the agents. The parameters used in the experiments are
identical to those used by Littman [3]).

Figure 1(top) shows the learning curves for the algorithms,
presenting the average goal difference in each game (i.e., the
goals scored by the learning team minus the goals scored by
the opponent - in this case, the random team). It is possible
to verify that the Q-Learning is outperformed by the NQL at
the initial learning phase, and that as the games proceed, the
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Figure 1: (top) Average goal difference for the Q-
Learning and NQL learning against a random oppo-
nent and (bottom) for the Q-Learning versus NQL.

performance of both algorithms become similar, as expected.
Student’s t–test was used to verify the hypothesis that the
use of negotiation speeds up the learning process. The value
of T was computed for every game and the results showed
that NQL is better than Q-learning when both are playing
against a random opponent up to the 5000th game, after
which the results are comparable, with a level of confidence
greater than 95%.

A second experiment tested the NQL when learning while
playing against an opponent using Q-learning. Figure 1
(bottom) presents the learning curve (average of 30 train-
ing sessions, for 50, 000 games) for this experiment, where it
can be clearly seen that the NQL algorithm is better at the
beginning of the learning process and that after the a cer-
tain number of games the performance of this team becomes
similar to the Q-learning, since all algorithms converge to
equilibrium.

4. CONCLUSION
The experimental results obtained showed that the algo-

rithm that use negotiation learned faster than in the case
in which negotiation is not use. Future works include work-
ing on obtaining results in more complex domains, such as
RoboCup Simulation and Small Size League robots, and ap-
plying this technique to other MARL algorithms.
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ABSTRACT
Difference rewards (a particular instance of reward shaping) have
been used to allow multiagent domains to scale to large numbers of
agents, but they remain difficult to compute in many domains. We
present an approach to modeling the global reward using function
approximation that allows the quick computation of shaped differ-
ence rewards. We demonstrate how this model can result in signifi-
cant improvements in behavior for two air traffic control problems.
We show how the model of the global reward may be either learned
on- or off-line using a linear combination of neural networks.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms
Algorithms, Performance, Experimentation

Keywords
Multiagent Coordination, Reward Shaping, Scaling, Air Traffic Con-
trol, Function Approximation, Neural Networks

1. INTRODUCTION
Reinforcement learning in large multiagent systems is particu-

larly challenging because the agents in the system provide a con-
stantly changing environment in which each agent needs to learn
its task. Difference rewards which encourage good agent behav-
ior by rewarding actions that are closely aligned with the desired
overall system behavior. Difference rewards have been shown to
perform very well in multiagent domains [1]. However it is not al-
ways possible to calculate the value of the difference reward, or
even approximate it, due to complex system dynamics.

We mitigate this problem by using function approximation tech-
niques to approximate the global reward signal, which we may then
use to calculate an approximate difference reward. We use Tabular
Linear Functions [2] to model the value of the global (system) re-
ward. This model is then be used to calculate the difference reward.
Our results show that we can greatly improve performance over
learning on the system reward directly, and in some cases even out-
perform the true model of the reward signal.

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek
(eds.), 4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

2. AIR TRAFFIC SIMULATION
We developed FEATS (Fast Event-based Air Traffic Simulator)

to quickly simulate thousands of aircraft of different characteristics
taking off from airports, navigating via waypoints and airways to
their destination airport, and landing. This simulator is optimized
for speed, simulating 26,000 flights/second. Individual simulations
require a fraction of a second, allowing efficient experimentation
with machine learning techniques. As in [3] we choose to make
“meter fixes”, rather than aircraft, into learning agents. We manage
traffic by controlling aircraft separation distances – called “Miles in
Trail” (MIT) separations – at meter fixes surrounding busy airports.

We used a linear combination of terms for measured conges-
tion and delay to calculate the global (system) reward G(z) =
−(B(z) + αC(z)) where B(z) is the delay penalty for all aircraft
in the system, and C(z) is the total congestion penalty. The rela-
tive importance of these two penalties is determined by the value
α = 5. B(z) is the sum of minutes of delay suffered by all aircraft.
C(z) is given by C(z) =

∑
p∈P

∫
T

Θ(kp,t − cp)(kp,t − cp)2dt,
where P is the set of airports monitored by the simulation, kp,t
is the number of aircraft that have landed in the past 15 minutes
(a rolling time window), cp is the capacity of airport p as defined
by the FAA, and Θ(·) is an indicator function that equals 1 when
its argument is greater or equal to zero, and has a value of zero
otherwise. Thus C(z) penalizes states where airports become over-
capacity. The quadratic penalty provides strong feedback to return
the airport to FAA mandated capacities. We use an integral over
time due to the fact that our simulation occurs in real time.

3. REWARD MODELING
The learning algorithm for each agent is a simple reinforcement

learner using standard TD-update. Following [3], we use the dif-
ference reward Di(z) = G(z) − G(z − zi) to provide the re-
ward signal to each agent, where z − zi is a modified version of
the normal action vector z in which agent i takes a “default” ac-
tion (in our case, setting its “Miles in Trail” value to zero). As it
is not possible to analytically compute this value for the air traffic
domain, we learn an approximation Di(z) ≈ v(z) − v(z − zi),
where v(z) ≈ G(z). We adapt “Tabular Linear Functions” (TLFs)
from previous work [2] to approximate G(z) in this manner.

TLFs have been shown to provide a simple, flexible framework
to consider and incorporate different assumptions about the func-
tional form of an approximated function and the set of relevant fea-
tures. TLFs have previously been used for value function approxi-
mation. In this work, we use it to approximate the reward model.

A TLF is a sum over several terms. Each term is given by multi-
plying a weight and feature value, as with any linear function. Un-
like standard linear functions, the weight of each term is given by
an arbitrary function of other discretized (or “nominal”) features.
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Figure 1: NAS simulation results: The approximatedD reward
outperforms other approaches, while the approximated global
reward show that the approximation used is very accurate.

More formally, a tabular linear function is represented by Equa-
tion 1, which is a sum of n terms. Each term is a product of a linear
feature φi and a weight θi. The features φi need not be distinct
from each other. Each weight θi is a function of mi nominal fea-
tures fi,1, . . . , fi,mi .

v(z) =

n∑

i=1

θi(fi,1(z), . . . , fi,mi(z))φi(z) (1)

A TLF using tables to store the value of θ reduces to a linear func-
tion when there are no nominal features, i.e. when θ1, . . . , θn are
scalar values. However, this is effective only when each table is in-
dexed by just a few nominal features. If this is not the case, we must
also approximate the tables themselves. We thus applied TLFs with
neural networks to approximate the reward model G(z) for the air
traffic simulation, using backpropogation to learn the model:

v(z) =
∑

p∈P
(θpB(zp) + θpC(zp)) (2)

where zp are the actions for the agents surrounding airport p, θpB(·)
is a neural network approximating Bp(z) =

∑
a∈Ap Ba(z), the

sum of delays over all aircraft approaching p, and θpC(·) is a neural
network approximating Cp(z), the congestion penalty for a single
airport. Each network has an input node for each action taken by
the np agents (meter fixes) surrounding that airport, np + 1 hid-
den units, and 1 output. Given access to the above terms of G(z),
we can train each network separately, allowing a more accurate ap-
proximation. Note that a meter fix may control incoming traffic to
multiple airports.

4. EXPERIMENTAL RESULTS
We performed experiments testing global and difference rewards,

as well as a local reward based only on information available to in-
dividual agents. Each episode simulated a single traffic “rush” from
start to finish. The actions taken by the meter fixes controlled the
delay each aircraft suffered as it was routed through that fix. We
used TLFs with neural networks approximating each term to es-
timate G(z) and thus Di(z). We train each network offline using
10,000 randomly-generated examples.

Figure 1 shows that the estimatedD(z) significantly outperforms
both local and global rewards. Learning using the estimated G(z)
compared to the trueG(z) shows that the estimate is very accurate.

In addition, we scaled up our experiments to 400 airports and
14,295 flights using a generic air traffic domain in a space about

-400

-350

-300

-250

-200

-150

-100

-50

 0

 0  100  200  300  400  500  600  700  800  900  1000

P
e
rf

o
rm

a
n
c
e
 (

G
(z

))

Episodes

Global reward
Local reward

Difference reward estimated via neural network
Global reward estimated via neural network

Figure 2: Results for 400 airports and 395 agents in the generic
air traffic domain show that D does even better at larger scales
(four times the size of the NAS).
four times the size of the NAS. Figure 2 shows that the performance
of the estimated difference reward greatly outperforms the other
methods, particularly at this huge scale. Local reward performs
very poorly: it does not allow for coordination between agents,
which is critical in this domain. The estimated global reward does
well in comparison to the true global reward, but performance does
degrade slightly at this large scale. Difference rewards handle the
increase in scale far better than any other method, despite the fact
that it is using a learned model rather than the “true” difference
reward.

5. DISCUSSION
We have shown that although calculating the difference reward

for some multiagent domains may be impractical or impossible, it
may still be possible to estimate D by learning a reward model of
G(z) using function approximation. We found that a sufficiently
accurate model of G(z) does in fact allow us to estimate D well
enough to obtain improved behavior over learning on either the
local or global rewards. In the case of air traffic control, a vast
database of states and actions already exists, or may be generated
via sufficiently sophisticated simulations. This makes learning a
model of the reward function offline a practical approach for many
domains. Future work includes continued experiments with model
learning and the addition of states to our air traffic simulation, al-
lowing agents to learn how to manage and route traffic by dynami-
cally adapting to changing conditions.
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ABSTRACT
When multiple items are auctioned sequentially, the order-
ing of auctions plays an important role in the total revenue
collected by the auctioneer. This is true especially with bud-
get constrained bidders and the presence of complementar-
ities among items. It is difficult to develop efficient algo-
rithms for finding an optimal sequence of items. However,
when historical data are available, it is possible to learn a
model in order to predict the outcome of a given sequence.
In this work, we show how to construct such a model, and
provide methods that finds a good sequence for a new set
of items given the learned model. We develop an auction
simulator and design several experiment settings to test the
performance of the proposed methods.

Categories and Subject Descriptors
I.2.6 [Computing Methodologies]: Artificial Intelligence—
Learning ; J.4 [Social and Behavioral Sciences]: Eco-
nomics

General Terms
Algorithms, Design, Economics, Experimentation

Keywords
Sequential auctions, revenue maximization, learning

1. INTRODUCTION
Auctions are becoming increasingly popular for allocating

resources or items in business-to-business and business-to-
customer markets. Often sequential auctions are adopted in
practice. Previous research has shown the revenue is heavily
dependent on the ordering of items in sequential auctions [1],
especially when bidders have budget constraints or when
they have preference over bundles of items.

Much of the existing work that studies optimal ordering in
auctions focuses on theoretical analysis on bidders’ strategy

∗This work was performed while the first author worked at
KU Leuven, Belgium.
The full version of the paper can be found in [2].
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and conditions when the optimal ordering exits. However,
it is difficult to apply these results to actual auctions as
they rely on strong assumptions which rarely hold in prac-
tice. In this paper, we develop a novel method for finding
revenue-maximizing orderings that can generalize to real-
world auctions. Our method is based on techniques from
machine learning. It uses historical auction data in order to
quickly learn which orderings have high expected revenue.

Our main contribution is providing a method that first
transforms this information into a data set, then learns mod-
els for predicting the revenue of orderings, and finally uses a
best-first search algorithm in order to find a good ordering
for a new set of items. We implement an auction simulator,
and design several experiment settings to test the perfor-
mance of the proposed learning method.

2. LEARNING GOOD ORDERINGS
We assume there is a set of agents A who have budget con-

straints on purchasing items. Let R = {r1, . . . , rl} denote
the collection of the item types, and the quantity of each
item type can be more than 1. Each bidding agent Ai has
a valuation for each type of item or each bundle of different
item types vi : R → R+. In one round of auction, a set of
items S with type set R′ ⊆ R will be auctioned sequentially
with an order that is announced before the auction starts.
We assume that the auction is repeated over time, and each
auction sells possibly different items, with possibly different
set of agents. At the end of each sequential auction, we have
the following information at our disposal: (1) the ordering
of auctioned items; and (2) the revenue of each sold item.
Our goal of the sequential auction design is that given a set
of items r1, . . . , ri for sale, deciding the ordering of items
such that the revenue collected is maximized.

In order to simplify the learning problem, we make the fol-
lowing two modeling assumptions: (1) Bidder independence:
in every round of sequential auctions, the set of participat-
ing bidders and their valuation functions are similar. (2)
Ordering independence: the expected revenue for an item
depends on which items were sold before and which items
are still to be sold, but not on their ordering. The assump-
tions effectively reduce the difficulty of the learning problem
to that of a standard machine learning setting: learn a single
model from orderings and their rewards for predicting the
expected reward for a given new input ordering.

We view the prediction of the revenue of an auction as
a regression problem. Like an MDP, we split this problem
into the subproblems of predicting the revenue of the auc-
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Algorithm 1 Computing a good ordering

Require: A set of items S, historical data on orderings and their
revenues D, a maximum number of iterations m

Ensure: Returned is a good (high expected revenue) ordering
Transform D into a data set
for every item type rT do

Learn a regression model from D for predicting the revenue
of item type rT

end for
Initialize a hashtable H and a priority queue Q
Add the empty data row to Q
while Q is not empty and the size of H is less than m do

Pop the row of features F with highest value v from Q
if H does not contain F with a value ≥ v then

Add F with value v to H
Let L be the set of remaining items in F
for every item type rT of items in L do

Let ik be an item of Type rT in L
Let L′ be a random ordering of L− ik
Use the learned models to evaluate the value v′ of auc-
tioning the ordering ikL

′ after F
Create new features F ′ for auctioning ik after F
Add F ′ to Q with value v + v′

end for
end if

end while
return The highest evaluated ordering

tioned items. We then sum these up to obtain the overall
objective function: V (r1 . . . rn) =

∑
1≤k≤nR(rk, {rj | j <

k}, {rl | k < l}), where R(rk, J, L) is a regression function
that determines the expected revenue of rk given that J was
auctioned before and L will be auctioned afterwards. We
use regression trees as a regression function and train it us-
ing features based on the items auctioned before and after
the current item rk. Currently, we provide the following fea-
tures: (1) For every item type rT , the amount of rT items
already auctioned; (2) For every item type rT , the amount
of rT items still to be auctioned; (3) For every pair of item
types rT and rT ′ , the difference between the amount of rT
and rT ′ items already auctioned. (4) For every item type rT ,
the amount of revenue obtained from auctioning rT items.
These features model the influence of utility functions with
complementarities and of budget constraints.

We transform an ordering and its obtained revenues into
a data set using these 4 types of features. The data set
obtained in this way can be given as input to any standard
regression method from machine learning. In our case, we
learn a regression tree for every item type using recursive
partitioning techniques. The result is a set of predictive
models for the expected revenue of items, and by summing
these revenues we obtain the expected revenue of an auction.

To test an ordering, we employ a best-first search strategy
that can be terminated at anytime in order to return the
best solution found so far. We show how to compute a good
ordering in Algorithm 1.

3. EXPERIMENTS
We developed an auction simulator and created three types

of agents who have different bidding strategies: (1) myopic
agents bid as soon as the asking price reaches their true
value; (2) smart agents know all the valuation functions of
all agents; and (3) simulator agents have access to the auc-
tion simulator. They bid what the smart agents bid, only if
a run of the simulator results in a higher utility.

We first generate a set of agents, and run simulations of
250 random orderings of randomly selected items. These 250
orderings and their obtained revenues are transformed to a
data set and provided to the regression tree learner. The
resulting models are used to provide an ordering for a new
set of randomly generated items using Algorithm 1 with a
maximum number of 1000 iterations. We then run 10 sim-
ulations of this ordering and average the resulting revenues.
We use this average revenue of different sets of items for the
learned ordering method as a performance indicator.

We compare our method with two ordering strategies: (i)
a random ordering, and (ii) a fixed ordering that auction
the most valuable item first. In addition, we include a lower
bound on the average revenue of an optimal ordering. This
is computed by running simulations of 250 random orderings
and selecting the one with the highest revenue.

Table 1: The performance with (top to bottom):
8 myopic agents, 8 smart agents, and 8 simulator
agenst.

ordering strategy 1 2 3 4 5 sum
random 192 252 216 246 230 1136
most valuable first 176 214 184 251 223 1048
best first 204 247 225 245 229 1150
best first with sum 196 243 232 249 231 1151
best auction found 208 284 235 255 232 1214

ordering strategy 1 2 3 4 5 sum
random 260 237 231 158 262 1148
most valuable first 259 235 223 180 253 1150
best first 269 242 235 172 264 1182
best first with sum 269 228 232 176 266 1171
best auction found 278 259 237 183 279 1236

ordering strategy 1 2 3 4 5 sum
random 225 183 203 225 192 1028
most valuable first 212 182 204 225 180 1003
best first 240 181 209 234 193 1057
best first with sum 237 181 211 234 194 1057
best auction found 239 191 216 323 197 1166

The results with myopic agents, smart agents, and simula-
tor agents are shown in Table 1.1 Our preliminary results are
encouraging as they show that our method is able to learn
a good ordering for a complex auction setting (4 resource
types with random values, popularities, and complementar-
ities, of which 2 to 5 of each are auctioned every auction)
from a small amount of examples (250 historical orderings
along with their revenues). In addition, surprisingly they
show that a random ordering strategy also performs well in
complex auction settings. This is counter-intuitive. Further
investigations are required to explain this result.
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1. ABSTRACT
In this paper we present a reinforcement learning technique based

on Learning Automata (LA), more specific Continuous Action Re-
inforcement Learning Automaton (CARLA), introduced by Howell
et. al. in [2]. LA are policy iterators, which have shown good con-
vergence results in discrete action games with independent learn-
ers. The approach presented in this paper allows LA to deal with
continuous action spaces.

Recently, Rodríguez et al. [3] performed an analysis of the CARLA
algorithm. The result of this analysis was an improvement of the
CARLA method in terms of computation effort and local conver-
gence properties. The improved automaton performs very well in
single agent problems, but still has suboptimal performance with
respect to global convergence in multi-agent settings.

The CARLA algorithm has successfully been applied to control
problems [2, 1]. However in real world applications systems can
be coupled and each subsystem is to be controlled by an individual
controller. The interaction of these controllers can be considered as
a common interest game. The interacting dynamics will have the
learners converging to a suboptimal solution if the subsystems are
controlled ignoring the existence of each other. In such a situation
a better exploration of the joint-action space is required.

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek
(eds.), 4-8 June 2012, Valencia, Spain.
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Figure 1: A two players game with three local optima. The contours repre-
sents combination of actions with the same reward.

Exploring Selfish Reinforcement Learning (ESRL), introduced
by [4], is an exploration method for independent LA playing a re-
peated discrete action game guaranteing convergence to the optimal
Nash equilibrium. The supporting idea of this method is that a set
of independent LA will converge to one of the Nash equilibria of
the game, but not necessarily one from the Pareto front. ESRL
proposes that once the agents converge to a Nash equilibrium, at
least two learners should delete the selected action from their ac-
tion spaces and restart learning. This allows the agents to find all
dominant equilibria and agree on the best one. As the more inter-
esting Nash equilibria are often also stronger attractors, the agents
can quite efficiently reach Pareto optimal Nash equilibria.

This paper introduces Exploring Selfish Continuous Action Re-
inforcement Learning Automaton (ESCARLA), an extension of the
ESRL method to continuous action games.

The supporting idea of ESRL is to exclude actions after every
exploration phase. The problem with applying this approach in
continuous action games, is that it makes no sense for the agents to
delete a single action. Instead, a vicinity around the action should
be identified and excluded. Now the agent must estimate when it
crosses the boundary of the basin of attraction of the local attractor.

In order to solve this problem we propose to use the absolute
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Figure 2: Relation between covariance and exploration.

value of the covariance between the actions and rewards as a met-
ric. Figure 1 shows the contour representation of a 2-players game
example. There are three attractors in this example. The two lo-
cal maxima located in the top left and bottom right corners have
larger basins of attraction while the global maximum at the cen-
ter has a narrower basin of attraction. Figure 2 shows the relation
between the exploration and the covariance between actions and
rewards from a single agent point of view. The first row shows
a global view of the exploration. Three time intervals are shown.
The first interval is the start of learning process (time-steps from 0
to 1000). The second interval is when the learners are reducing the
global exploration (time-steps from 2000 to 3000). Notice this is
a good time for deciding on which neighborhood to exclude. The
last interval selected is when agents have converged to the local at-
tractor (time-steps from 9000 to 10000). The second row shows
the local information that the independent agents can access. The
same time-steps are represented on each column but in this case we
are plotting the selected actions on the horizontal axis and the cor-
responding reward on the vertical axis. The bottom row shows the
absolute value of the covariance between actions and rewards over
the whole learning process. Additionally, in order to have a better
idea of how this covariance is evolving, the solid curve represents
its average. The time-steps corresponding to the three moments in-
troduced above are shaded in gray. This covariance reaches a low
value at the beginning of learning since lots of explorations are per-
formed by both agents. When the agents are exploring within the
basin of attraction of a local attractor then the noise in the rewards
observed by each agent is minimal so the covariance reaches its
maximum. As agents converge to a locally superior strategy, less
exploration is performed so therefore the covariance value drops
down to zero. The safe region to exclude after the agent’s actions
have converged to the local optimum, can therefore be estimated at
the moment when the absolute value of the covariance reaches its
maximum value.

A good way of estimating this region is using the percentiles of
the probability density function of the actions. For a given confi-
dence value c we can define a region as shown in expression (1)
where percentile(p, f ) represents the value where the probability
density function f accumulates the probability p.

[
percentile

(
1− c

2
, f
)
,percentile

(
1− 1− c

2
, f
)]

(1)

The proposal here is to let the agents start learning until they all
converge. Then each agent should delete the region defined by (1)
from its action space. Deleting the action range implies modifying

Figure 3: Mapping process. Actions from the non-deleted {[0,0.4] , [0.7,1]}
range will be mapped into the original action space
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the action space so we need to map the new one into a compact set
again as shown in Figure 3. Then all agents must restart the learning
process to converge to another attractor. After enough exploration
the agents should compare all the results and pick up the strategy
that gave them the highest score. In engineering applications we
may either know the total amount of maxima of the problem or the
desired performance. In such applications the agents could under-
stand by enough exploration by finding all different maxima of the
problem or by achieving the desired performance. Please note that
we are assuming a common interest game, so therefore the agents
can agree on a best combination of actions. The general algorithm
is given next.

ESCARLA algorithm
r ep ea t

e x p l o r e
s y n c h r o n i z e

u n t i l enough e x p l o r a t i o n
s e l e c t b e s t s t r a t e g y

Exploration phase
i n i t i a l i z e p a r a m e t e r s
r ep ea t

sample a c t i o n
u p d a t e s t r a t e g y
i f maximum c o v a r i a n c e
then mark i n t e r v a l

u n t i l c o n v e r g e n c e

Synchronization phase
e x c l u d e marked i n t e r v a l
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ABSTRACT
Social choice rules can be used to reach group decisions in
multiagent systems. We consider judgment aggregation, the
problem of aggregating answers to binary logically related
questions. In general ”fairness” is usually considered to be
the main concern when selecting a social choice rule, how-
ever we believe that in judgment aggregation often a more
relevant property is how efficient the rule is in truth track-
ing, that is, how often does it return the correct answer
to the binary questions. Whereas “fairness” can be studied
axiomatically, truth tracking efficiency needs to be studied
experimentally. We accomplish the experimental analysis by
constructing a multi-robot system.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems; I.2.4 [Knowledge representation formalisms
and methods]

General Terms
ExperimentationVerification

Keywords
Judgment aggregation, Truth tracking, multi-robot systems

1. BACKGROUND AND MOTIVATION
Social choice develops and studies methods for reaching

group decisions, by aggregating individual opinions. Social
choice is used in society in formal contexts, for instance in
political elections, in informal context in everyday coopera-
tion when preferences are aggregated, as well as in multia-
gent systems [1]. How individual opinions should be aggre-
gated depends on the aggregation problem. In preference
aggregation and voting the concern is to construct socially
”fair” aggregation rules. Judgment aggregation theory is a
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social choice discipline concerned with the particular prob-
lem of aggregating individual binary answers, namely judg-
ments, to a set of logically related questions. In some judg-
ment aggregation contexts, when the questions admit objec-
tively correct answer, a more important concern is to design
truth tracking efficient rules [2]. For example the question
”is there a red ball in the box?” has a correct answer, but
an agent cannot know it if it cannot look inside the box and
can only judge whether the answer is “yes” or “no”. An ag-
gregation rule is truth tracking efficient if it generates group
decisions equivalent to the correct answers.

“Fairness” conditions can be studied axiomatically. Start-
ing with the work of Kenneth Arrow, social choice theory
is marked by impossibility results, which show that no pref-
erence aggregation rule exists that satisfies a minimal set
of “fairness” conditions. Similar results have been shown to
hold for judgment aggregation [3]. Truth tracking efficiency
cannot be studied in this manner. One way to analyze this
property is trough a probabilistic analysis, as done in [6].
However, to obtain a realistic estimate of the truth track-
ing efficiency of a judgment aggregation rule one needs to
study this property experimentally: using judgment making
robots in a setting where the rule is used.

The biggest challenge in experimentally analyzing social
choice rules is the technical setup. Unlike a probabilistic
analysis, where to add an agent or a question one needs to
increase the value of a variable, in a realistic setting each
addition of agents and questions is non-trivial. Our aim
is to establish the foundations for experimental analysis of
judgment aggregation rules. We develop a multi-robot sys-
tem which aggregates judgment and use it to compare two
judgment aggregation rules with respect to truth tracking.

2. JUDGMENT AGGREGATION RULES
Consider as an example the case when three robots (Lucy,

Rosy and Jempi) need to determine if a sound is coming from
a box (question x). They can make the conclusion x or not
x by considering whether sound is heard (question p) and
if a box is seen in the direction of sound (proposition q).
These questions are related, namely x ↔ (p ∧ q). Consider
the profile of judgments given by the robot in Table 1 (white
field). A basic question in judgment aggregation is whether
to establish the simple majority supported answers on the
reasons p and q and then use these to deduce an answer on
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q (so called premise-based procedure), or to establish only
the simple majority supported answers on the conclusion x
(so called conclusion-based procedure). The two procedures
can lead to different result on x as is in Table 1. In soci-
ety, in particular in legal contexts where the efficiency in
truth tracking is of higher importance than “fairness”, the
choice between a premise-based and conclusion-based proce-
dure should be made based on the context of the problem [5].
In multiagent systems, experiments can be used to choose
the better procedure.

Robots p q x

Lucy no yes no
Rosy yes no no
Jempi yes yes yes

Majority yes yes no

Table 1: An example of judgment aggregation.

3. METHODOLOGY AND RESULTS
Our system consists of five nao robots1. We extend the

given example of establishing whether sound is coming from
a box so that it is feasible given the sensors of the robots and
using the sound pressure inverse distance law. This gives us
the list of binary questions:
p: NAO can hear sound (with energy value E1).
q: NAO can see a box at distance L (possibly in the direction
of the sound).
r: NAO can hear sound second time (at L/2 distance with
energy value E2).
s: Sound energy value E2 increases in proportion to distance
covered, depending on L.
x: Sound is coming from inside the box.

The logical connection rules as the following: {(p∧ q∧ r∧
s)↔ x, q → r, r → s}.

We execute the technical framework by interfacing the
agent programing language GOAL [4] and the NAO’s robotic
framework NaoQi through an Environment Interface Stan-
dard (EIS)-compliant Java interface. The robots send their
judgments to an aggregator program, which then determines
the group decisions by using either the premise-based or the
conclusion-based procedure.

We obtained fifty multi-agent profiles. Of the tested pro-
files, we observed that thirty of them displayed a different re-
sult when the premise-based and conclusion-based procedure
was used. This can be seen in Table 2, where I =”Inside”
and O =”Outside” and O(∗) =”Outside, box close to sound
source and in same line of vision”.

No. of profiles Inconsistency Truth PBP CBP
25 Y I I O
5 N I I I
10 N O O O
5 N O(*) I I
5 Y O(*) I O

Table 2: Aggregation Results for Profiles

The results of our experiment indicate that the premise-
based procedure is best at truth tracking. When the sound
actually comes from inside the box, this procedure scores

1http://www.aldebaran-robotics.com/

100% for almost every case of majority inconsistency seen
(row 1 of the Table 2). When the robots hear sound di-
rectly without reflections,i.e., when sound source is outside
the box and the box is not in the line of vision of sound
direction, the robots get accurate results on the direction of
the sound and there is no inconsistency between the premise-
and conclusion-based procefure(row 3 of the Table 2). When
the sound comes from outside the box and in the line of vi-
sion of the box, the experiment fails by design and in some
cases the conclusion based procedure is close to the truth
(due to the nature of the experiment), but this is hard to
quantify (row 4 and 5 of the Table 2).

4. DISCUSSION
Truth tracking efficiency has been probabilistically an-

alyzed in [6], where the authors find that, if the agents
have a low probability of making the objectively true judg-
ment, another procedure, the distance-based procedure, out-
performs the premise-based procedure. We calculated off-
line the group decisions obtained from the collected profiles
of judgments if the distance-based procedure was to be used
and obtained that this procedure performs worse than the
premise-based procedure. Since we do not have any esti-
mates on the probability of a robot to report an objectively
true judgment, our results are not strictly comparable.

The questions in our experiment, which are the reasons
that support the conclusion, are not logically independent,
so the probabilistic analysis such as the Condoret jury the-
orem cannot be used to explain the excellent truth tracking
qualities of the premise-based procedure. Instead we con-
sider this property to be due to the fact that all reasons in
our experiment, unlike the conclusion x, are sensor-read val-
ues. It is our assumption that when the conclusion is such
that can be read by a sensor, the premise-based procedure
would lose its primacy.

The construction of the multi-robot system in which the
robots can form judgments needs to be done once, and we
have accomplished this step. A reoccurring challenge is to
find questions on which there is more than one way to form
a judgment by a robot. We have worked with only one set
of questions. To the best of our knowledge, ours is the first
effort in experimentally testing social choice rules on robots
and more work is needed to establish the properties of an
experiment that leads to a conclusive evaluation of rule truth
tracking efficiency.
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ABSTRACT
Cooperating agents need to reach group decisions on sev-
eral logically related issues. These decision-making prob-
lems are studied in social choice theory by the discipline
of judgment aggregation. Judgment aggregation produces
group decisions by aggregating individual answers to binary
questions, however existing aggregation rules are defined for
a very restricted setting, insufficient for aggregating opin-
ions in a computer science contexts. We propose a family of
distance-based judgment aggregation rules and study their
properties.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems; I.2.4 [Knowledge representation formalisms
and methods]

General Terms
Theory

Keywords
judgment aggregation, distance-based merging

1. BACKGROUND AND MOTIVATION
Social choice develops and analyzes methods for reach-

ing group decisions by aggregating individual information.
Judgment aggregation in particular explores how the truth-
values, called judgments, that individuals assign to logically
connected issues can be aggregated into a consistent set of
truth values [7]. Judgment aggregation problems occur in
computer science contexts, e.g., [1], as well is in society in
committee decision making contexts, such as juries and ex-
pert panels. There is a notable difference between problems
in the two contexts. In society problems it can always be as-
sumed that each individual is capable of making and stating
an opinion on each issue, namely that the sets of individual
judgments are complete. It is further assumed that each in-
dividual is equally competent to give an informed opinion
on each issue, when compared to the other individuals, i.e.,
the judgments are non-weighted. These two assumptions
cannot be plausibly made in computer science settings. For
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instance, a robot that does not have a microphone cannot
produce opinions regarding sound issues. Moreover, one fa-
cial recognition program can be much better than another.

A judgment aggregation rule is a function that assigns a
consistent set of truth values to a collection of individually
assigned truth values. Like for other social choice methods,
it is impossible to construct a judgment aggregation rule
that satisfies a minimal set of desirable criteria [7]. There is
a small number of rules developed in the judgment aggrega-
tion literature all of which are only applicable to complete
judgment sets, see [6] for an overview.

Here, we develop and study the properties of a family
of judgment aggregation rules for aggregating incomplete
sets of judgments in the presence of weights. The family
is constructed by generalizing the distance-based merging
procedure of [3], inspired by belief merging [5]. Although
multi-valued rules are considered in belief merging, weights
associated with pairs of agents and issues have not been
considered. Furthermore, the properties considered in be-
lief merging are not identical to the properties of interest
in judgment aggregation which we define and analyze here,
with the exception of the unanimity property.

2. RULES AND PROPERITES
Let L3 be a ternary propositional logic, and |=3 the en-

tailment operator for this logic. A judgment aggregation
problem is specified by: a set of agent names N , a con-
sistent set of formulas A ⊆ L3 called the agenda, a set of
formulas R ⊆ L3 called constraints and a set of truth values
T = {0, 1

2
, 1}. We use the value 1

2
to represent the case when

no judgment has been assigned to an issue.
A judgment for a ∈ A is an assignment of a truth value

from T . The collection of judgments assigned to each a ∈ A
is called a judgment sequence A. We use Aj to denote the
judgment in the sequence regarding aj ∈ A. Let n be the
cardinality of N and m the cardinality of A. A profile of
judgments is a n×m matrix π with elements π(i, j) ∈ T .

A judgment sequence A is consistent if and only if it is
a truth assignment such that A ∪ R 23 ⊥. A judgment
sequence is complete if and only if for each a ∈ A either
a ∈ Â or ¬a ∈ Â. For each A,R and |=3 we can construct
the set of all consistent judgment sequences Φ(A,R, |=3).
We write only Φ when the arguments are clear from the
context. In defining the judgment aggregation problem we
do not limit ourselves to a particular ternary logic that has to
be used to represent the judgments. In theory, any ternary
logic can be used. The choice of logic specifies the domain
and co-domain of the judgment aggregation rule.

An aggregation function is a function � : (R+)n 7→ R+
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which is non-decreasing (if x ≤ y then�(x1, . . . , x, . . . , xn) ≤
�(x1, . . . , y, . . . , xn)) and satisfies the boundary condition:
the infimum of �(x) is 0 [4, p.3]. An aggregation func-
tion is: symmetric iff �(x) = �([x]σ) for every x ∈ (R+)n

and permutation σ [4, p.22]; associative iff �(x) = x for all
x ∈ R+ and �(x,�(x′),x′′) = �(x,x′,x′′) for all x,x′,x′′ ∈⋃
n∈N0(R+)n [4, p.22].The most commonly used aggregation

functions are the
∑

,
∏

, max and min. All of these func-
tions are all symmetric and associative.

A function δ : Φ × Φ → R+ is called a distance if, for
all x, y, z ∈ Φ, there holds: δ(x, y) ≥ 0 (non-negativity),
δ(x, y) = δ(y, x) (symmetry) and δ(x, x) = 0 (reflexivity).
A distance δ is called a metric on Φ if, for all x, y, z ∈ Φ,
there holds:δ(x, y) = 0 if and only if x = y (identity of indis-
cernible) and δ(x, y) ≤ δ(x, z) + δ(z, y) (triangle inequality)
[2, p.3-4].

A collection of judgment weights W is also an n×m ma-
trix whose elements w(i, j) ∈ R+, R+ being the interval of
reals [0,+∞). If no weights are given, then W = U , where
U is such that for each i and j, w(i, j) = 1. If only the
weights associated with an agent are given then for each i,
w(i, 1) = w(i, 2) = · · · = w(i,m); this kind of weights have
been usually considered in belief merging. If only the weights
associated with the relevance of each agenda issue are given
then for each j, w(1, j) = w(2, j) = · · · = w(n, j). If agent
i’s judgment on issue aj is useless, then w(i, j) should be set
to 0.

We can now define the weighted distance-based judgment
aggregation rule ∆ as follows.

Definition 1. Let � be an aggregation function, ~ a
symmetric aggregation function, and δ a distance metric.
The distance-based aggregator ∆δ,~,� is a weighted judgment
aggregation rule specified as

∆δ,~,�(π,W ) = arg min
A∈Φ

�
(
~ (w(i, j) · δ(Aj , π(i, j)))mj=1

)n
i=1

.

The well known distances: Hamming distance dH , Taxi-
cab distance dT , and Drastic distance dD can be defined as:
dH(A,A′) =

∑m
i δH(Ai, A

′
i), dT (A,A′) =

∑m
i δT (Ai, A

′
i),

dD(A,A′) = max(δH(Ai, A
′
i), where δT (A,A′) = |Ai − A′i|

while δH = 0 when A(ai) = A′i and δH = 1 when Ai 6= A′i.
A judgment aggregation rule for a particular aggregation

problem in multi-agent systems can be selected by looking
at the properties which that rule satisfies. Typically in so-
cial choice theory one does not study how to select a rule,
but which properties can be satisfied at the same time by a
rule. We show which types of �,~ and δ guarantee that the
resulting rule would satisfy a social-theoretic property and
study the properties of some specific �,~ and δ.

We introduce two auxiliary concepts and then define the
social-theoretic properties for ∆δ,~,� desirable for virtually
any judgment aggregation context.

Let Mn×m and M ′n×m be matrices. M ′ is a σ-permutation
of M , if it is obtained by permuting the rows of M using a
permutation σ.

We consider the function m, a simple majority function
which, for a given a ∈ A, returns the judgment for a sup-
ported by a strict majority of agents, taking into account
also the weights. Namely, for π ∈ Tn×m, W ∈ (R+)n×m

and V ∈ Tn, let Nv ⊆ N be the set of agents i for which,
for a given aj ∈ A, π(i, j) = v. For T = {0, 1

2
, 1}, the

function m : Tn × (R+)n×m 7→ T is m(πOj,W ) = v when∑
i∈Nv w(i, j) >

∑
i∈N\Nv w(i, j) and 1

2
otherwise. Maj(π,W )

is the sequence obtained by applying m to each pair of
columns of π and W .

Since all the properties in the judgment aggregation lit-
erature, with the exception of [6] have been defined for a
different function type than our ∆ we need to construct cor-
responding definitions of the most interesting properties.

Definition 2. Let ∆ be a distance-based judgment ag-
gregation rule specified by δ,~,�. ∆ satisfies anonymity
iff ∆(π,W ) = ∆([π]σ, [W ]σ) for every π ∈ Tn×m, every
W ∈ (R+)n×m, and every permutation σ. ∆ satisfies una-
nimity iff for every W ∈ (R+)n×m and every π ∈ Tn×m

such that π1 = · · · = πn = A, ∆(π,W ) = {A}. ∆ satisfies
majority-preserving iff for every π ∈ Tn×m and every
W ∈ (R+)n×m, Maj(π,W ) ∈ Φ implies that Maj(π,W ) ∈
∆(π,W ). ∆ satisfies separability iff for every two profiles
π1

[n1×m] and π2
[n2×m] (and corresponding W 1

[n1×m], W
2
[n2×m]),

the [A ∈ ∆(π1,W 1) and A ∈ ∆(π2,W 2)] implies that A ∈
∆(π,W ). Matrices π and W are the concatenations of π1,
π2 and W 1, W 2 correspondingly.

Proposition 2.1. If � and ~ are symmetric and asso-
ciative then ∆δ,�,~ satisfies anonymity, unanimity and sep-
arability. ∆dT ,

∑
is majority-preserving.

The proof of anonymity follows from the definition of sym-
metry. The proof for unanimity follows from the bound-
ary condition of an aggregation function and the reflexivity
property of δ. The proof of separability follows from the
definition of associativity and the non-decreasing property
of the � function.

The property of majority-preservation is not satisfied by
almost all distance-based rules. To prove that ∆dT ,

∑
, one

needs to swap the order of the sums in the rule defini-
tion. The property follows from the triangular inequality
property of the metric. ∆dH ,

∑
, ∆dT ,max, or even ∆dD,max

are not majority-preserving. We can construct a function
de(A,A

′) = Πm
j=1δe(A(j), A′(j)), where δe(x, y) = kδH (x,y),

for which ∆de,Π is a majority-preserving rule. However,
∆de,Π(π,W ) = ∆dh,

∑
(π,W ) for each π,W . It is our conjec-

ture that ∆dT ,
∑

is the only majority-preserving operator.
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ABSTRACT
We investigate the computational complexity of finding optimal
bribery schemes in voting domains where the candidate set is the
Cartesian product of a set of variables and agents’ preferences are
represented as CP-nets. We show that, in most cases, the bribery
problem is easy. This also holds for some cases of k-approval,
where bribery is difficult in traditional domains.
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I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Multiagent systems; F.2 [Theory of Computation]: Analysis of
Algorithms and Problem Complexity

General Terms
Theory, Algorithms

Keywords
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1. INTRODUCTION
Making collective decisions is a challenging task for both hu-

mans and autonomous agents. Computational social choice fo-
cuses on computational questions regarding group decision mak-
ing [3]. In this document we consider a scenario where a collection
of agents use the CP-net formalism to compactly represent their
preferences over a common set of issues that may have conditional
dependencies [2].

When voting [1] is structured as the combination of several deci-
sions, one natural method to determine a winner is to decide on an
issue by issue basis, while the other natural approach is to aggregate
the agents’ votes over complete combinations of issues. We con-
sider both approaches and we study elections via sequential (that
is, issue by issue) majority (SM), plurality (OP), veto (OV), and
k-approval (OK).

In this setting, we study the bribery problem, which is when an
outside agent with a limited budget attempts to affect the outcome
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of an election by paying some of the agents to change their prefer-
ences [6]. We consider several cost schemes to compute the cost of
changing a vote of an agent in response to a briber’s request, which
are based on the actual changes to be made in the CP-net. We show
that, in most cases, bribery in combinatorial domains is easy. This
also holds for some cases of OK, where bribery is difficult in tradi-
tional domains.

2. VOTING WITH CP-NETS
Our setting consists of a set of n agents with preferences over a

common set of candidates with a combinatorial structure: there is
a common set of m binary issues and the set of candidates is the
Cartesian product of their domains. Each candidate (or outcome) is
an assignment of values to all issues, thus we have 2m candidates.

We assume each agent expresses its preferences over the candi-
dates via an acyclic CP-net [2]. CP-nets are sets of conditional pref-
erence statements (cp-statements) each stating a total order over the
values of a variable (say X), possibly depending on each combina-
tion of values of a set of other variables (say X1, . . . ,Xn). X is said
the dependent variable and X1, . . . ,Xn are the parents of X . Acyclic
CP-nets are CP-nets where the dependency graph (with arcs from
parents to dependent variables) does not have cycles.

Voting theory [1] provides many voting rules to aggregate agents’
preferences. Each rule takes, as input, a partial or complete pref-
erence ordering of the agents and gives, as output, the "winner"
outcome (the best outcome according to the rule). When there are
more than two candidates, there are many voting rules one could
use and we consider three. In plurality the candidate ranked in first
place by the largest number of voters wins. When there are two
candidates, plurality coincides with majority. In veto each voter
chooses a candidate to veto and the candidate with the least num-
ber of vetoes wins. In k-approval each voter labels k candidates as
approved or not and the candidate with the most approvals wins.

When we use a sequential approach to voting, we require a total
ordering O over the issues so that, in each CP-net, each issue must
be independent of all issues following it in the ordering O. A profile
(P,O) is a collection P of n CP-nets over m common issues and a
total ordering O over the issues that satisfies the above property.
This is called an O-legal profile in [7]. The CP-nets appearing in
such profiles do not necessarily have the same dependency graphs.

3. COMBINATORIAL BRIBERY
The bribery problem we consider is parametric with respect to

three items: the way a winner is chosen from the given profile, the
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OP(IV) OP(DV,IV+DV)
SM SMw OV(IV) OV(DV,IV+DV)

OK*(IV) OK*(DV,IV+DV)
CEQUAL NP-c NP-c P P
CFLIP P NP-c P P

CLEVEL P NP-c P ?

Table 1: Our complexity results for the combinatorial bribery
problem. OK* stands for OK when k is a power of 2.

allowed bribery actions, and the cost scheme for such actions.
In our domain, agents have a CP-net instead of an explicit out-

come ordering. Therefore, we define the bribery actions as changes
made directly to the cp-statements within the CP-net of an agent.
Since we consider binary issues, changing a cp-statement means
flipping the positions of the two values of an issue. In a CP-net, a
cp-statement is associated to a certain issue, and issues are of two
kinds: independent and dependent. We distinguish bribery actions
on these two kinds of issues denoting with IV (resp. DV) the situ-
ation in which the briber asks for flips only in cp-statement related
to independent (resp. dependent) issues. When both are allowed,
we write IV+DV.

Also the cost schemes we consider are defined in terms of the
amount of change the agents have to make on their CP-nets in order
to comply with the briber’s request. In particular, we consider:
CEQUAL: A unit cost allows any number of flips in a CP-net.
CFLIP: The cost is the total number of flips in the CP-net.
CLEVEL: An issue which is closer to be independent is regarded as
more important. We may link this importance to the cost of a flip:
the cost of changing a CP-net is the total number of flips performed
in the cp-statements, each weighted according to the level of the rel-
evant issue. More precisely: ∑x f lip(x)× (k+1− level(x)), where
x ranges over the issues, k is the number of levels in the CP-net,
f lip(x) is the number of flips performed in cp-statements associ-
ated to x, and level(x) is defined recursively as: level(x) = 1 if x is
an independent issue; otherwise, level(x) = i+1 if all parents of x
are in levels {1, . . . , i} and there is a parent in level i.

We can now state the Combinatorial bribery problem: We are
given a profile (P,O) where P is a collection of n compact CP-nets
with m binary issues and O is a total ordering of the m issues, a
budget B, an outcome p, and bribing cost vector ~Q (each voter has
its own cost, to be multiplied by the cost of the bribery actions
according to the cost scheme). With this input, we want to know if
there is a way for an outside actor to make p win in profile (P,O)
with winner determination rule D ∈ {SM,OP,OV,OK}, by using
bribery actions according to A ∈ {IV,DV, IV +DV}, and by paying
according to scheme C ∈ {CEQUAL,CFLIP,CLEVEL} and bribing cost
vector ~Q, without exceeding B.

Table 1 shows the computational complexity of this problem,
considering all possible combinations of winner determination rules,
bribery actions, and cost schemes.

Starting from the first column, the NP-completeness result re-
garding SM with CEQUAL is obtained via a reduction from the OP-
TIMAL LOBBYING (OL) problem [4]. Bribery with SM is instead
easy with cost schemes CFLIP and CLEVEL: since we are working
level by level, at each level we can select the agents to bribe by
starting from the cheapest ones (according to ~Q). The resulting
preferred value for this issue can then be propagated in all CP-nets.

The second column shows SM with weighted voters. The results
in this case are obtained via polynomial reductions from plurality-
weighted-$bribery which was shown to be NP-complete in [6].

All the other entries of Table 1 relate to the extension to a com-
binatorial setting of the result by Faliszewski [5], which shows
that plurality bribery in single issue elections with nonuniform cost
functions is in P through the use of flow networks. The algorithm
requires the enumeration of all possible elements of the candidate
set as part of the construction of the flow network. In our model,
the number of candidates can be exponential in the size of the input,
so we cannot use that construction directly. We show that a simi-
lar technique works for OP and for all costs (except CLEVEL when
the briber can act on both dependent and independent issues) by
considering only a polynomial number of candidates. For CLEVEL,
enumerating a polynomial number of cheapest (non-voted) alterna-
tives for a voter becomes difficult making the flow-based approach
non-applicable and, therefore, we conjecture this case is difficult.

The corresponding results for OV are obtained by the same line
of reasoning and by noting that the worst outcome of a CP-net is
the optimal outcome of the "reversed" CP-net, that is, the CP-net
obtained by reversing the total orderings in all the cp-statements.

In OK, each agent gives its top k outcomes according to some
linearization. When k is a power of two, it is possible to prove
that if the top outcome is fixed, the next k outcomes must follow
in some unique order. Therefore, it is possible to treat the top k
outcomes as one bundle and to apply the flow-based approach in
order to decide the cheapest bribery scheme to elevate the bundle
that includes p into the winning set. We note that this is in contrast
with the traditional bribery domain where the bribery problem for
k-approval, when k ≥ 3, is NP-complete even when all the bribery
costs are equal [6].

4. FUTURE WORK
We are studying the open question left in our result table. We

also plan to study non-binary domains, other scoring and voting
rules, additional bribery actions that can also add dependencies,
and the combination of weights with other voting rules.
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ABSTRACT
We present a model of argumentation-based deliberative di-
alogue for decision making in a team of agents. The model
captures conflicts among agents’ plans due to scheduling and
causality constraints, and conflicts between actions, goals
and norms. We evaluate this model in complex collabora-
tive planning problems to assess its ability to resolve such
conflicts. We show that a model grounded on appropriate
argumentation schemes facilitates the sharing of relevant in-
formation about plan, goal and norm conflicts. Our results
show also that this information-sharing leads to more effec-
tive conflict resolution.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multi-Agent
Systems

General Terms
Experimentation

Keywords
Argumentation, Collective decision making, Planning

1. INTRODUCTION
Collaborative decision making among a team of agents is a

complex activity, particularly when agents have different but
interdependent objectives. When agents need to collaborate
to accomplish a task, they must form an agreement on a plan
to enact and coordinate together [3]. Agents may, however,
have conflicting opinions on what to include in a shared plan
due to differing commitments.

Argumentation-based models of dialogue enable agents to
provide justifications for differing positions regarding a joint
problem, which is useful in complex collaborative situations.
Using such an approach, agents can identify conflicts in joint
plans, and explore and identify alternative solutions that are
more favourable for the team. Atkinson and Bench-Capon
[1] present an argumentation-based dialogue for practical
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reasoning based on argumentation schemes focussed on find-
ing a common plan for a joint goal. In related research,
Toniolo et al. [4] present a formalisation of argumentation
schemes appropriate for agents engaging in deliberative di-
alogue where conflicts may also arise due to differing ob-
jectives and normative constraints. A study of the benefits
of using argumentation schemes for agents negotiating the
allocation of limited resources is presented in Karunatillake
et al. [2]. In existing research, however, the utility of using
argumentation schemes is demonstrated through extended
examples where the possible solutions are pre-established.
How information shared during dialogue influences conflict
resolution has not been rigorously assessed.

In this paper, we consider complex problems of collabora-
tion where agents have differing objectives, norms and plan
constraints. We empirically evaluate the model of argumen-
tation schemes presented in [4] within symmetric and asym-
metric dialogue systems and present some evidence for how
such a model facilitates the identification and resolution of
conflicts between interdependent plans.

2. DIALOGUE SYSTEM
We consider agents that prepare plans to achieve individ-

ual objectives, but must collaborate to coordinate interde-
pendent tasks or to inform the team about critical commit-
ments. The dialogue system includes a language for dis-
cussing agents’ plans, a model of arguments, a set of de-
feasible relations among arguments, and a dialogue proto-
col. The planning language is based on situation calculus
extended for norms that define what an agent is obliged or
forbidden to do. The structure of the arguments is grounded
upon the argumentation schemes for practical reasoning pre-
sented in [4]. An action, described through its preconditions,
effects and the goal that it contributes to, may be proposed
by one of the parties. Agents can, then, formulate arguments
that deal with potential conflicts between the proposed ac-
tion and other actions, norms and goals through the use
of critical questions including “CQ1: Is the action possi-
ble given other concurrent actions in the plan?”, “CQ2: Is
the action possible according to causal plan constraints?”,
“CQ3: Is there any conflicting norm that regulates actions
or states of the world?”, “CQ4: Is the goal justified?”. The
model defines an argumentation scheme for each of these
conflicts and the critical questions identify defeat and sup-
port relations among arguments. A support relation justi-
fies an agent’s commitment, and a defeat relation describes
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a conflict between a task of an agent and a task, a norm or
a goal of the opponent’s plan.

The dialogue system is built for two-agents discussions.
Initially each agent creates an individual plan that is locally
norm-consistent. The proponent starts the dialogue propos-
ing an action from its individual plan to the other agent,
and the dialogue progresses in a turn-taking fashion. When
an agent passes, the proponent withdraws its proposal or
the opponent accepts it and the dialogue terminates. On
termination, agents may re-plan taking into account new
information acquired during the dialogue. This, we claim,
will lead agents to identify better collaborative plans. To
test this claim, we consider three protocols for communica-
tion that correspond to different degrees of freedom in mov-
ing arguments. Protocol Pctrl is a control condition where
agents are not permitted to exchange arguments other than
accepting or rejecting the claim. The argumentation-based
protocols are symmetric protocol (Psym) where proponent
and opponent may use defeat or support relations to form
arguments, and asymmetric protocol (Pasym) where the op-
ponent explores its objections to the proposed action which
are defended by the proponent.

3. EVALUATION
Design. The metric for evaluation is the feasibility of the

resulting plans; i.e. the number of conflicts of different types
between individual plans that can hamper execution of in-
terdependent tasks. The agents’ planning domain concerns
operations of a local authority and a humanitarian organ-
isation for evacuating people following a disaster. We ran
450 experiments for each protocol, starting from randomly
generated initial plans. The conflicts were analysed before
discussion to measure the total number of conflicts among
the two plans (complexity of the problem) and post discus-
sion for the conflicts solved.

Results. Figure 1.A shows that the number of conflicts
solved is higher when argumentation schemes are used to
guide the dialogue (Psym and Pasym) than in the control
condition (Pcrtl). We plot here the percentage of solved
conflicts as the complexity of the problem increases. In
protocols Pasym and Psym the conflict resolution trend sta-
bilises (at around 33% and 45% respectively) showing an ap-
proximately linear relation between solved conflicts and plan
complexity. In the control condition the trend falls, demon-
strating that agents solve fewer conflicts as plan complexity
increases. This result provides evidence for the claim that
many conflicts can only be discovered through the exchange
of arguments and, hence, sharing relevant information about
existing plan, norm and goal commitments.

Although Pasym and Psym show a similar trend, there is a
difference in the performance of the two protocols. The total
number of arguments exchanged in Psym tends to be higher
than with Pasym (Figure 1.B). However, the proportion of
conflicts resolved with Psym is more than 10% higher than
with Pasym (Figure 1.A). The difference here is that Psym
permits additional information to be exchanged; i.e. justifi-
cations for an agent’s commitment as well as identification
of conflicts. This result provides evidence for there being a
tradeoff in practice between the complexity of the dialogue
and the number of conflicts that can be solved. We conclude
that, although Psym leads to more complex dialogues, it is
more effective in resolving more complex interdependencies
between agents’ plans.
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Figure 1: Results.

4. CONCLUSIONS
In this research we have considered problems where col-

laboration among agents is hampered by a wide number of
conflicts related to individual objectives, norms and plan
constraints. We have evaluated an argumentation-based
model of deliberative dialogue grounded upon argumenta-
tion schemes that identify the causes of conflicts in collabo-
rative planning. Our study has shown that the use of argu-
mentation schemes leads to an effective exchange of relevant
information. We have also demonstrated that focussed infor-
mation sharing supports agents in creating more favourable
collaborative plans.
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ABSTRACT
Work on argumentation-based dialogue systems often assumes that
the adoption of argumentation leads to improved efficiency and ef-
fectiveness. Several studies have taken an experimental approach
to prove these alleged benefits, but none has so far supported the
expressiveness of a logic for structured argumentation. This paper
shows how the use of argumentation in deliberation dialogues can
be tested while supporting goal-based agents that use the ASPIC
framework for structured argumentation.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Multi-agent systems

General Terms
Experimentation, Design

Keywords
Argumentation, Multi-agent dialogues, Experimental evaluation

1. INTRODUCTION
To improve communication and shared decision making in multi-

agent systems it is often proposed to allow for argumentation in
inter-agent dialogues. Throughout the years many frameworks and
protocols have been developed and the theoretical reachability of
ideal and intuitive outcomes has often been proved formally. How-
ever, since not all properties can be studied formally at least three
works have experimentally explored the benefits of argumentation
in dialogues. [2, 5, 1] On the other hand, none of these studies
have captured the expressivity of formal models of argument based
inference. They particularly lack a language in which arguments
with internal structure can be used to cover realistic argumentation
dialogues.

2. DELIBERATION MODEL
This paper tests the benefits of argumentation in multi-agent de-

liberation dialogues. Agents aim to reach agreement on a course
of action, while considering a mutual goal. This type of dialogue
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1(b) : propose(o)

2(a) : why-propose(o)

3(b) : argue(o, o⇒%1 p1, p1 ⇒%2 gd |∼ gd)

4(a) : argue(o, o⇒%3 p2, p2 ⇒%4 gd |∼ gd)

5(a) : argue(¬p1 |∼ ¬p1) 6(b) : argue(¬%1 |∼ ¬%1)

Figure 1: Example of a proposal tree for an option o

is of particular interest because of the mix of competitive and co-
operative elements. A slightly simplified version of the framework
for deliberation dialogues of Kok et al. [3] is used, which models
dialogues as a series of moves in which proposals can be made and
questioned and where arguments can be stated, constructed using
options, goals and beliefs. Figure 1 shows an example of a pro-
posal tree. By making proposals and replying to these the agents
influence the dialogical status of the moves and ultimately of the
dialogue outcome.

Arguments are formed using a simple instantiation of the ab-
stract ASPIC framework for argumentation with structured argu-
ments [6], which is an instance of the Dung abstract argumentation
model. An argument can be attacked by rebutting a conclusion of
a defeasible inference, by undermining one of its premises or by
undercutting one of its defeasible inferences.

3. SCENARIO GENERATION
In the experiment of this paper, agents engage in a dialogue ac-

cording to a scenario, which represents the underlying deliberation
problem. It describes the mutual goal and the beliefs, goals and op-
tions known to the agents. Consequently, the structure of a scenario
heavily influences the dialogue and the outcome. It is therefore im-
portant that scenarios reflect the characteristics of real deliberation
problems.

The process to generate these scenarios is explained in detail in
[4]. The idea is that agents are assigned beliefs, goals and options
in a systematic way through three steps. First, roles are specified
from which most of an agent’s goals and known options originate.
Second, chains of inference rules are generated between an agent’s
goals and known options. One chain ensures that an agent can po-
tentially form arguments for its options so it can propose and de-
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Figure 2: Efficiency fd and effectiveness vd of the arguing and
non-arguing strategies, with averages _

fend them in the dialogue. Third, a set of potential conflicts is
generated for every rule chain. These are negated facts that allow
agents to undercut, undermine or rebut arguments. Finally, a sub-
set of these generated options, goals and beliefs is assigned to the
agent, along with some personal additional goals and beliefs. The
resulting scenarios provide a structure that results in interesting di-
alogues with potential for arguments and counter-arguments.

4. EXPERIMENTAL EVALUATION
To test the benefits of argumentation in dialogues an experiment

was conducted in which arguing and non-arguing strategies are
tested. In both strategies the agents evaluate their known options
based on the utility of defensible goals, but the non-arguing strat-
egy will solely propose options and not play arguments or counter
arguments. Since scenarios are generated in a structural fashion,
the arguing strategy is likely to be able to form arguments for and
against dialogue proposals.

Dialogical effects are tested in terms of dialogue efficiency by
counting the played number of moves, and dialogue effectiveness
by measuring the shared utility of the dialogue outcome. Arguing
and non-arguing agents engage in a dialogue given a generated sce-
nario and the effectiveness and efficiency is tested at termination. In
the final experiment the average efficiency and effectiveness of both
strategies were compared over 1000 scenarios.

In Figure 2 the average efficiency fd, the number of dialogue
moves, of the arguing and non-arguing strategies is shown on the
left. Clearly the average number of moves when arguing ( fd ≈ 26)
is much higher than when the agents do not argue ( fd ≈ 14). This
is simply because all the non-arguing agents do is propose or reject
options, while the arguing agents actually discuss claims. While ar-
gumentation may possibly prevent unnecessary moves, improving
efficiency, this is clearly not true for this model of this paper.

In Figure 2 the effectiveness vd, the total utility the agents have
for the dialogue outcome, is shown on the right. Clearly, the aver-
age effectiveness is much higher (vd ≈ 10) for the arguing strategy
than for the non-arguing strategy (vd ≈ 5). In many dialogues the
non-arguing agents reject all proposals, leaving no dialogue out-
come and hence a utility of 0. Because the arguing agents can move
arguments giving a motivation, they can defend proposals, making
them available to select as dialogue outcome again.

Finally, a comparison was made between the arguing strategy
and a baseline strategy that never evaluates and rejects options, but
proposes all the options known to the agent. Since there is then no
selection over preferred outcomes, the strategy was expected to re-
sult in a lower effectiveness, that is, a lower shared utility. However,
it was found that the average effectiveness betweent he baseline and
arguing strategies was very similar. It might seem then that arguing
in deliberation dialogues might not be beneficial after all, but there
is still a difference in the way the results came to be. The argu-
ing strategy empowers rational and self-interested agents and the
dialogues they produce contain useful information like which pro-
posals were clearly not the right choice. Further research is needed
to investigate how this additional information can best be utilized.

5. CONCLUSIONS
Existing work on the experimental evaluation of the benefits of

argumentation in agent dialogues makes use of very simple models
of argumentation, in which arguments have no or very little struc-
ture. This paper has improved the state-of-the art by carrying out an
experimental evaluation of deliberation with arguments that have
considerably more structure and can be attacked by undercutters,
underminers or rebuttals. Our work partly confirms findings of
earlier work [2, 5, 1] that the use of argumentation in inter-agent
dialogues may be beneficial to the agents.

A second contribution of our paper is a methodology for car-
rying out evaluation experiments using inter-agent dialogues with
structured arguments. Since this kind of research is still rare, a new
method needed to be developed, based on the generation process
for realistic scenarios (presented in further detail in [4]) and a strat-
egy model for goal-directed agents, with the aim to support future
experimental research.
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ABSTRACT
Argumentation-based negotiation has emerged as an im-
portant topic in multi-agent systems over the last years.
Although there are many studies of frameworks that en-
able agents to negotiate through the exchange of arguments,
there is a lack of reasoning methods that employ the (usu-
ally incomplete) knowledge an agent may have about his
opponent. This work addresses this issue by providing a
reasoning mechanism that allows negotiating agents to take
into account information about their counterparts. Thus an
agent may support his own decisions by using arguments
that are meaningful for his opponent. Experimental results
highlight the impact of the proposed approach in the nego-
tiation process.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Experimentation

Keywords
Argumentation, Negotiation, Collective decision making

1. INTRODUCTION
Over the last years argumentation-based negotiation (ABN)

has gained an increasing interest in the multi-agent field (see
e.g. [2]). Two important underlying hypotheses shared by
all works in ABN are (a) the selection of arguments that an
agent uses to justify his offer to his opponent or to attack
or defend another argument, is based solely on his knowl-
edge about the world and his self-interest (b) the knowledge
that an agent has about his opponent comes exclusively from
their interaction during the negotiation.

The above assumptions seem rather counterintuitive. Con-
sider, for instance, a simple scenario where a car salesperson
negotiates with a rich potential buyer over the purchase of
a car. Driven by his self-interest to maximize profit, the
salesperson suggests the new top of the range Ferrari model.
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However, the arguments that he will possibly use to justify
the offer to the customer, are quite different than the high
profit this sale carries, and would rather argue about the
very strong motor, the exceptional handling, etc. Moreover,
a competent salesperson is expected to use arguments that
are appropriate for the customer, even without any prior
interaction between them.

This work presents a new perspective to ABN that cap-
tures these intuitions in an argumentation based reason-
ing mechanism for negotiation, where agents use both the
knowledge they have about the world (as in the existing
works) as well as the (usually incomplete) knowledge they
have about the other agents in order to make the crucial
decisions at any time. More precisely this new perspective
considers that agents use their own arguments for choosing
the offers to propose but, whenever possible, use arguments
that are meaningful for their opponents to support those
offers. This policy is also applied for the arguments that
agents use for attacking the opponent’s arguments.

This paper provides a brief, high-level, description of the
new ABN reasoning mechanism, along with a selection of
experimental results that confirm what one might intuitively
expect: knowledge on the opponent may have a positive
impact on the length of the negotiation as well as the quality
of the obtained solutions.

2. THE NEGOTIATION MECHANISM
The negotiation framework of this work is the one of [3].

We assume two agents, α and β, who are involved in a bilat-
eral negotiation over a set of offers (options) O = {o1, ..., on}
which are identified from a logical language L. As in [3]
it is assumed that an agent α has a theory represented in
an abstract way, that consists of a set of arguments; a func-
tion that returns the arguments which support a given offer,
and a defeat relation between arguments. This defeat rela-
tion is computed by combining a conflict relation between
arguments and a preference relation on the set of arguments.

Moreover, we assume that each agent has also knowledge
about the other agent he could negotiate with. The theory
agent α has on β has the same structure as the agent’s α own
theory, but we suppose it to be incomplete, as the knowledge
α has on β is partial. The important part of this theory is the
set of arguments agent α knows. This set can be empty if α
does not know anything about β, or contains a subset of β’s
arguments. We must note that the knowledge an agent has
about his opponent is incomplete but accurate (i.e. as far as
arguments, preferences on these arguments and conflicts).

In [4], Rubinstein introduced the Alternating Offers pro-
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tocol for bargaining between agents. This protocol has been
adapted in the argumentation-based negotiation context in
[3]. In this work we adapt the negotiation strategy that is
used in [3] by considering the case where agents have some
partial knowledge about their opponent.

The new reasoning mechanism we have implemented re-
alizes this new strategy which corresponds to the main idea
proposed in this paper. According to this idea, agents use
their own negotiation theory in order to find the best of-
fer to propose to their opponent. This offer is supported
by the current ”strongest” acceptable (wrt the defeat rela-
tion) argument in the agents’ theory. Then they use the
partial knowledge they have on their opponent in order to
find whether this offer is supported by an acceptable argu-
ment in the opponent’s argumentation theory. If this is the
case, this argument is sent for supporting the proposed offer.
Otherwise they are looking whether there exists an argu-
ment that supports this offer in the opponent’s theory, that
is not currently acceptable, but which could be defended by
their own theories in order to become an acceptable one.
The same policy is also applied for choosing the arguments
that are used for attacking the arguments of the opponent.
However, if such arguments do not exist, agents use the ar-
guments of their own theories for supporting or defending
an offer as it is done in the frameworks where agents have
no knowledge on the opponent.

3. EXPERIMENTAL EVALUATION
The experimental evaluation is based on two systems. The

first implements the method of [3], that does not utilize any
form of knowledge about the opponent agent, whereas the
second system is an implementation of our approach.

Agent theories have been generated randomly, as size-
able real-life argumentation theories are not readily avail-
able. Random theory generation also facilitates the process
of creating structurally diverse theories. Indeed, the exper-
imental suite used in this work includes a variety of agent
theories with up to 230 arguments, that differ regarding the
relation between the preferences on the epistemic arguments
of the negotiating agents, as well as the knowledge an agent
possesses about his opponent. The experimental suite con-
tains test cases that are generated by assigning values to two
parameters. The first parameter concerns the percentage
of common preferences between epistemic arguments (�e)
shared by the agents, with values 100% and 50%. The sec-
ond parameter concerns the portion of the knowledge (i.e.
arguments) each agent has on his opponent (Aα,β), with
values 0%, 25%, 50% and 100%.

In the following, RK denotes the round where an agree-
ment is found by using our system (agents have some knowl-
edge K about each other) and R¬K the round where an
agreement is found with the system of [3] (without knowl-
edge about each other). DK (resp. D¬K) is the distance
between the outcome of the negotiation found with our sys-
tem (resp. with the system of [3]) and the optimal (or ideal)
solution for each agent (see [1]). Then, nRK is the num-
ber of negotiations where our system found an agreement in
less rounds than the system of [3]; nR¬K is the number of
negotiations where the system of [3] found an agreement in
less rounds than our system; nDK denotes the number of
negotiations where the distance of the outcome of the ne-
gotiation from the optimal solution is smaller for at least
one agent and not worse for the other agent in our system

than in the one of [3]; nD¬K is the number of negotiations
where the distance of the outcome of the negotiation from
the optimal solution is smaller for at least one agent and not
worse for the other agent in [3] than in our system. Table 1
presents the comparative results for the experiments where
both systems have found an agreement (the number of such
negotiations over the 180 experimented per test is given in
column nAgr). Each test (row) consists of 180 negotiations.
The number of arguments involved is between 60 and 230
for each agent’s theory.

Table 1: Comparison of the systems
nRK nR¬K nAgr nDK nD¬K

�e: 100%, Aα,β : 100% 45 0 152 5 1

�e: 100%, Aα,β : 50% 20 2 152 0 0

�e: 100%, Aα,β : 25% 0 0 152 0 0

�e: 100%, Aα,β : 0% 0 0 152 0 0

�e: 50%, Aα,β : 100% 47 1 141 3 2

�e: 50%, Aα,β : 50% 4 2 141 1 0

�e: 50%, Aα,β : 25% 0 0 141 0 0

�e: 50%, Aα,β : 0% 0 0 141 0 0

The analysis of the experimental results summarized in
Table 1 gives us useful information about: (1) the usabil-
ity in practice of argumentation based negotiation and the
way it computationally behaves while scaling in a bilateral
negotiation context (2) the performance of our approach.
Concerning the first point, our work is (as far as we know)
the first one to empirically show that a Dung-based abstract
preference-based argumentation framework behaves compu-
tationally well while scaling in a bilateral negotiation con-
text. We ran 1440 negotiation experiments which, when
resulted in agreement, did so in reasonable execution times.
More precisely the average time for an agrement was be-
tween 10s and 15s for a size of 60 arguments for each agent
theory and 45s for a size of 230 arguments for each agent
theory. Concerning the second point, the results show that
our system improves the performance of the system of [3]
regarding two important criteria, namely the length of the
negotiation when there is an agreement and the quality of
the agreement. More precisely concerning the criterion of
length, the use of knowledge about the other agent has, (no
matter what the % of knowledge about the other agent is),
a significant positive impact on the negotiation shortening.
This can be important especially for time constraint nego-
tiations. Finally it is worth noting that both systems find
exactly the same solution and in the same round when in
our system there is no knowledge at all on the opponent.
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ABSTRACT
We introduce a new multiagent negotiation algorithm for
large and complex domains, called NB3. It applies Branch
& Bound to search for good offers to propose. To analyze
its performance we present a new problem called the Nego-
tiating Salesmen Problem. We have conducted some experi-
ments with NB3 from which we conclude that it manages to
decrease the traveling cost of the agents significantly, that it
outperforms random search and that it scales well with the
complexity of the problem.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Algorithms, Experimentation

Keywords
Negotiation, Search, Negotiating Salesmen Problem

1. INTRODUCTION
Previously proposed negotiation algorithms have mostly

focused on the utility space. They assume that given a util-
ity aspiration level it is always possible to find a proposal
that would fit that level. In this paper we focus on complex
problems for which these classical continuity assumptions
do not apply and thus solutions have to be found directly
at domain level. Also, we address a number of realistic as-
sumptions that make the application of current negotiation
algorithms unfeasible: the space of solutions is huge, utility
is non-linear and therefore difficult to calculate, the environ-
ment is only partially observable, decisions have to be made
within a limited time frame and solutions may involve many
agents, possibly human.

We introduce a new family of Branch and Bound algo-
rithms, namely NB3 (Negotiation Based Branch & Bound),
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that use negotiation as the key element in the exploration
of the joint space of solutions for multiple agents.

As far as we know there are no algorithms implemented
that are comparable with the work we present here. Most
work on negotiations involves very simple scenarios with
only two agents, a small space of solutions and linearly addi-
tive utility functions. Although non-linear utility has been
studied in for example [1] they still assume that the util-
ity is simple to calculate. The combination of search and
negotiation has been studied in [2], but they assume a medi-
ator that must be trusted and severely limits the freedom of
the agents, making it more useful for cooperative scenarios
rather than competitive ones. In [3] there is also search, but
once again with simple utility functions. In [4] it was sug-
gested to use genetic algorithms to explore the agreement
space, but no implementation or results were given.

2. NB3 BASIC CONCEPT
We assume a multiagent scenario in which each agent has

a personal cost function to minimize. Each agent has a set
of possible actions that it can execute in order to change the
state of the world into a new state for which its personal cost
function has a lower value. The result of an action depends
on the actions executed by the other agents, so they have to
negotiate over which joint plan of actions to execute. Their
interests are however conflicting: a certain world state might
yield low costs for one agent, but high costs for another
agent. The agents are assumed to be selfish: they are only
interested in minimizing their personal cost function. This
means that the agents must compromise: each agent should
propose plans that lower his own cost as much as possible,
but that at the same time lower the costs of the other agents
sufficiently to make them accept these plans.

We designed an algorithm, which we call NB3, to run on
such an agent. The other agents present might also run this
algorithm, or any other negotiation algorithm, or they might
be human, but that is irrelevant to us. NB3 applies a Branch
and Bound tree search to explore the space of all possible
plans under the above mentioned assumptions. Each node
in the tree represents a partial plan, and maintains a lower-
and upper-bound for the cost function of the agent as well as
an estimation of the lower- and upper-bounds of the costs of
all the other agents. Whenever for a certain node the lower
bound of one of the agents is higher than the reservation
value of that agent, that node can be pruned, because it
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means that this partial plan can never yield a lower cost for
the agent than its reservation value. In order to determine
which nodes to expand, NB3 uses a heuristic that is based
on the offers that the other agents have made previously. In
this way, the search can be directed towards a solution that
is acceptable to all agents. For more details we refer to [5].

3. NEGOTIATING SALESMEN PROBLEM
To test the algorithm we have defined a new problem,

called the Negotiating Salesmen Problem (NSP). It is a vari-
ant of the Traveling Salesman Problem, but with multiple
salesmen, each only interested in minimizing its own path.

The idea is that there is a set of cities and a set of salesmen
and each city needs to be visited by at least one agent. There
is one home city where each agent should start and finish
its trajectory. Every other city is assigned to one salesman
that has to visit it. However, the salesmen are allowed to
exchange their cities amongst one another, so that the agents
can decrease the distances they have to travel. For example:
if a city v is assigned to agent α, but α prefers to visit
another city v′, which is assigned to agent β, then α will
propose β to exchange v for v′. If β however doesn’t want
v he will not accept this deal. And if no other agent wants
to accept v either, then α is obliged to travel along city v.
However, we impose the restriction that some cities cannot
be exchanged. The cities that can be exchanged are called
the interchangeable cities, while the cities that cannot be
exchanged are the fixed cities. Each agent therefore prefers
to visit cities that are close to any of his fixed cities.

4. EXPERIMENTAL RESULTS
We have implemented an agent that applies NB3 to the

NSP and conducted a number of experiments with this im-
plementation. Ideally, we should test our algorithm against
other negotiation algorithms but, as mentioned, we don’t
know of any such algorithm that could handle the hard con-
ditions we are considering.

Note that comparing the algorithm against existing search
algorithms will not work, since they do not apply negotia-
tion. Pure search algorithms might find the most selfish
solution, or the socially optimal solution, but are not able
to find the best compromise between these two extremes,
given the offers made by other agents. Moreover we do not
claim that our search algorithm is better than any existing
search algorithm, we only claim that we have made the first
algorithm that successfully combines search and negotiation
in large and complex agreement spaces.

In order to do useful experiments anyway, we have tested
the algorithm against a simplified version of itself that ex-
pands the search tree randomly, i.e. without using smart
heuristics. Also we have done some tests in which all agents
were running NB3 and repeated these tests with different
problem sizes to see how the algorithm scales. Finally we
have compared the results with the socially optimal solution.

For any agent we determined a score by comparing its
path length after negotiations with its path length before
the negotiations. So if an agent scores for example 40%
it means that its final path length was 40% shorter than
its initial path length. The scores presented here are each
averaged over all agents and 25 problem instances.

From the results we can conclude that our algorithm sig-
nificantly outperforms random search. In the NB3 vs. ran-

dom search experiments the NB3 agents were able to de-
crease their path lengths by 30%, while the random search
agents did not score higher than 10% to 20% depending on
the number of NB3 agents present.

From the experiments with varying complexity of the NSP-
instances we conclude that NB3 scales very well with increas-
ing complexity. When increasing the number of agents from
6 to 16 while holding the number of interchangeable cities
per agent fixed at 10, the results stay stable between 25%
and 30%. Increasing the number of cities per agent from 6
till 16 while holding the number of agents fixed at 10, the
average score decreased from 38% to around 25%.

It is impossible for all the agents to decrease their path
lengths with 100% because that would mean they are not
traveling at all anymore. Therefore we also compared the
results with the length of the paths of the socially optimal
solution, and it turned out that the agents are able to de-
crease their costs by 65% relative to the social optimum (so
0% indicates no decrease of path length, while 100% indi-
cates the agents have reached the social optimum). Note
however that NB3 was designed for selfish agents, and not
for agents that want to reach the social optimum. Therefore,
even if the social optimum is found by some of the agents,
they might not propose it because they might try to reach
more selfish solutions.

5. CONCLUSIONS
We have developed a new algorithm that successfully com-

bines search with negotiation under hard, realistic condi-
tions. We applied it to the Negotiating Salesmen Problem
and conclude that its results are significantly better than
random search and scale well with increasing problem size.
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ABSTRACT
We present a multi-agent variant of the Single Machine To-
tal Weighted Tardiness Problem with Sequence-Dependent
Setup Times. Since, i.a., agents have an incentive to lie, cen-
tral planning is not feasible and decentralized methods such
as automated negotiations are needed. Hereto, we propose
and evaluate an iterative quota-based negotiation protocol.
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I.2.11 [Artificial Intelligence]:
Distributed Artificial Intelligence - Multiagent systems

General Terms
Algorithms, Economics, Experimentation

Keywords
Automated negotiation, Autonomous agents, Machine
scheduling, Interorganizational system, Agent coordination

1. PROBLEM DESCRIPTION
In the following, we discuss the problem of single ma-

chine scheduling with several self-motivated, non-cooper-
ative agents – with applications such as allocation of process-
ing power, satellite data transmission , or terminal schedul-
ing in harbors – and present a negotiation protocol consti-
tuting a coordination mechanism to find beneficial agree-
ments. The Multi-Agent Single Machine Total Weighted
Tardiness Problem with Sequence-Dependent Setup Times
(MA-SMTWTP-SDST) is a scheduling problem where a set
of jobs J = {1, ..., j, ..., n} has to be processed by a single
machine, which can process only a single job at a time. Each
job j is assigned to an agent i of the set I = {1, ..., i, ...,m}
by an assignment variable aj . The agents aim at minimizing
their individual total weighted tardiness TWTi (see (1b)).
Each job comprises a processing time pj(> 0), a weight of
relative importance wj(> 0), and a due date Dj . A setup
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time sk,j occurs between a job j and its preceding job k
(see (3)) and cj denotes the completion time of job j. If a
job is not finished before its due date, a tardiness Tj arises
(see (2)). The objective of the problem is to find a job
sequence π = {π1, . . . , πn} (with πj as processing position)
minimizing the collective total weighted tardiness TWT (see
(1a)). Lawler [4] shows that the centralized problem (with-
out SDST) is already strongly NP-hard. Since the agents
have an incentive to lie (e.g., by declaring their jobs as more
important than they really are), revealed information about
due dates as well as job weights are worthless and not uti-
lizable. Hence, centralized planning is not feasible here.

min

m∑

i=1

TWTi (1a)

min TWTi =
∑

j∈J |aj=i
wjTj , ∀i ∈ I (1b)

Tj = max{cj −Dj ; 0} (2)

cj =
∑

k∈J |πk≤πj
s
k̃|(π

k̃
=πk−1),k

+ pk (3)

2. THE PROPOSED PROTOCOL
Here, we present our proposed negotiation protocol for

multi-agent coordination (see algorithm 1). The basic idea
is that agents overcome local optima by accepting deterio-
rating contract proposals [2][3]. The protocol is generic. At
first, a mediator generates a random initial contract c∗o that
represent the active contract (=current draft). In every it-
eration t, an acceptance quota pt for the set of proposals is
determined, which declines over time (first round: po; last

round: pT−1
!
= 1

L
). Subsequently, the mediator creates L−1

mutations c
′
t of the active contract c∗t . Those mutations and

the active contract constitute the set of contract proposals

C′ . Afterwards, the agents decide whether to accept (=1)
or reject (=0) the proposals, but have to accept at least
qt(= pt ∗ L) contracts. We suppose that they accept the
qt ∗L best contracts as well as possible improving contracts.
The mediator selects one randomly from the overall accepted
contracts Cc; if there is none (Cc = ∅), the active contract
remains for the next iteration. Thereafter, the process starts
over and new proposals are generated using the (new) active
contract. Finally, after T iterations, the last active contract
c∗T−1 becomes the final contract c∗.
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Algorithm 1 An Iterative, Quota-Based Protocol

c∗0 ← GenerateInitialContract()
for t = 0, 1, . . . , T − 1 do

pt ← p0 ∗ βt; qt ← pt ∗ L
Cc ← ∅; C′ ← {c∗t }
for l = {1, 2, . . . , L− 1} do

c
′
t ←Mutate(c∗t )
C′ ← C′ ⋃{c′t}

end for
for all i ∈ I do−→

Zi ← AcceptOrReject(C′ , qt)
end for
for all c

′
t ∈ C

′
do

if
∑
i∈I

Zi[c
′
t] = m then

Cc ← Cc⋃{c′t}
end if

end for
if Cc = ∅ then

c∗t+1 ← c∗t
else

c∗t+1 ← RandomlySelect(Cc)
end if

end for
c∗ ← c∗T−1

3. COMPUTATIONAL RESULTS
For the evaluation, we have used the 120 problem in-

stances of the SMTWTP-SDST benchmark library from [1]
and assigned the jobs to multiple agents in sequence. Since
there are loose and tight problem sets, we have normalized
the results: 100% represents the best found value of a prob-
lem set in the respective simulation data set.

There are three adjustable parameters: the number of it-
erations T , the number of proposals L − 1, and the initial
acceptance ratio p0. Another decision parameter is the me-
diator’s way of generating proposals such as, firstly, shifting
a single item to another position in the sequence and, sec-
ondly, swapping two items’ positions. Table 1 shows the
results of different parameterizations of p0 and L assuming
m = 5 agents and 100,000 iterations.

Table 1: Configuration of the Quotas

Mutation Shifting Swapping
L 10 25 50 10 25 50

p0 = 10% 429% 259% 246% 288% 159% 157%
p0 = 33% 156% 151% 148% 126% 116% 111%
p0 = 50% 138% 125% 134% 121% 112% 112%
p0 = 67% 129% 127% 127% 127% 112% 112%
p0 = 90% 134% 123% 127% 127% 113% 116%

As shown, the quota protocol needs a sufficiently high
absolute value of accepted contracts to succeed. The results
tend to be better if there are more proposals as well as higher
demanded quotas so we have chosen {L = 25; p0 = 0.67}
for the remainder of the paper. Concerning the mutation
method, swapping appears to perform better.

Regarding the number of agents, table 2 shows that the
TWT increases with more agents, although the jobs are the
very same. We trace this finding to a more difficult coordi-
nation process between the agents.

Table 3 shows a comparison between the quota-rule and
free decision making for different negotiation lengths. The

Table 2: Number of Agents
Agents 2 3 4 5 10 15 20
Tardiness (%) 102 114 119 126 135 141 150

performance is slightly increasing with a rising number of
iterations (but converging) and the quota-rule outperforms
free decision making by far.

Table 3: Iterations and Comparison

Iterations 10K 50K 100K 500K 1,000K
Quota 122% 110% 105% 108% 106%

No Quota 252% 244% 237% 247% 241%

Finally, we have approximated the Pareto frontier using a
multi-objective simulated annealing procedure (MOSA, see
[5]) with 5,000 runs. Figure 1 depicts the history of an ex-
emplary negotiation between two agents over one million
negotiation rounds as well as the Pareto frontier. The ne-
gotiation moves intensively through the contract space. At
the end, the negotiation has converged and is moving up and
down in the neighborhood of the Pareto frontier. The pro-
tocol finds even better results than the centralized MOSA.

Figure 1: Neg. History & Approx. Pareto Frontier
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ABSTRACT
In this paper, we propose that agents make decisions about
norm compliance based on three different factors: self-interest,
enforcement mechanisms and internalised emotions. Differ-
ent agent personalities can be defined according to the im-
portance given to each factor.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Intelligent
agents

General Terms
Legal Aspects, Algorithms, Experimentation

Keywords
Norm Compliance, Norms, BDI Agents

1. INTRODUCTION
Despite the efforts that have been made to develop agents

endowed with capabilities for taking into account norms in
their decisions, the development of procedures for making
autonomous decisions about norm compliance is an impor-
tant issue that requires more attention [2].

Proposals on normative agent architectures can be mainly
classified into norm-oriented and goal-oriented. The be-
haviour of norm-oriented agents is completely determined by
norms and they do not make decisions about norm compli-
ance. The behaviour of goal-oriented agents is determined
by both norms and goals. Up to now the decisions about
norm compliance consider the impact of norms and their
enforcement mechanisms (i.e., sanctions and rewards) on
the agents’ goals. Obviously, these reasons are relevant for
making decisions about norm compliance. However, there
are works on the psychology field [3] that claim that norm
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compliance is not only explained by rational reasons that
consider the impact of norms and their enforcement proce-
dures (sanctions and rewards) on the agent’s goals. Besides
that, there are emotional reasons, which are related to emo-
tions such as shame, that have not been considered yet in
the development of norm-autonomous agents. In this pa-
per we analyse how agents can determine their willingness
to comply with norms according to rational and emotional
factors.

2. DETERMINING THE WILLINGNESS TO
COMPLY WITH NORMS

As stated by Conte et al. in [1] “the decision to comply
with a norm is made considering: the value of the violation
(probability and weight of punishment), the importance of
the goal and feelings related to norm violation”. To calcu-
late this willingness we have mainly considered the works of
Elster [3] that analyse factors that sustain norms in human
societies. In these works, Elster claims that compliance with
norms can be explained by three factors: (i) self-interest
motivations (f ′w), which consider the influence of norm com-
pliance and violation on agent’s goals; (ii) the expectations
(f ′′w) of being rewarded or sanctioned by others; and (iii)
emotional factors (f ′′′w ) that are related to internalised emo-
tions such as honour (vs. shame) and hope (vs. fear). The
agent’s willingness to follow a concrete norm is calculated as
a weighted average as follows:

w
′ × f

′
w + w

′′ × f
′′
w + w

′′′ × f
′′′
w

w
′
+ w

′′
+ w

′′′

where the weights w′, w′′ and w′′′ are defined within the [0, 1]

interval.

We have assumed that the weighted average is a suitable
method to derive the central tendency of these three func-
tions. The weights that each agent gives to these factors
characterise the agent’s personality and do not depend on
the norm that is considered.

2.1 Self-interest
The self-interest factor (f ′w) evaluates the consequences of

a given norm from a utilitarian perspective; i.e., the utility is
the good to be maximized. The utility of a norm is defined
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by considering the direct positive or negative consequence
of the norm fulfilment. In case of an obligation, the direct
consequence of the fulfilment of the obligation is the obliged
condition. In case of a prohibition, obeying this prohibition
implies that the forbidden condition will be avoided.

2.2 Expectations
The expectation factor (f ′′w) models the impact of the ex-

ternal enforcement on agents. Specifically, the enforcement
mechanism considered in this work consists in a material
system of sanctions and rewards that modify the utility that
agents obtain when they violate or fulfil norms. This factor
considers how much the agent loses from being penalised
and how much it gains from being rewarded. The viola-
tion of the norm implies that the agent will be sanctioned
and not rewarded. Thus, the expectation factor is defined as
the combination of the undesirability of the sanction and the
negation of the reward. For simplicity, we assume that there
is a perfect enforcement that always punishes offenders and
rewards obedience. However, if agents are able to perceive
the probability of being punished or rewarded, then the de-
sirability of sanctions and rewards should be pondered with
these probabilities.

2.3 Anticipated Emotions
The emotional factor (f ′′′w ) models the emotions triggered

when the agent violates a given norm. We use the term
emotion for representing the valued reaction of agents (i.e.,
the agent’s cognitive interpretation) with respect to some
aspect of the world (i.e., the reality) [4]. Specifically, agents
are capable of anticipating, exhibiting and explaining those
human emotions that are involved with the normative de-
cisions. Thereby, the decisions about norm compliance are
based on other criteria beyond utility.

As argued by Elster in [3], in humans norms are sustained
by the desire to avoid the disapproval of others. Following
Elster’s proposal, when the violation of norms is greeted
with condemnation self-attribution emotions (i.e., shame)
are triggered on the offender. Moreover, the situations that
are predicted to occur when norms are violated may cause
prospect emotions (i.e., hope and fear) on the offender.

To estimate the value of these two emotions an emotional
model susceptible of being implemented in a software agent
is required. Specifically, we consider one of the emotional
models that have made a deeper impact on the Multi-Agent
System (MAS) field; the OCC model developed by Ortony,
Clore and Collins in [4]. Thus, the OCC model has been
used for establishing the intensity of the emotions that are
involved in the norm-reasoning process as follows:

• Self-Attribution Emotions. According to the OCC model,
shame is a self-attribution emotion that is elicited by
the evaluation of the actions that have been performed
by the agent itself. Specifically, the shame that the
agent will feel if it violates a given norm is defined by
considering the salience of this norm. Therefore, self-
attribution emotions only sustain norm obedience.

• Prospect Emotions. According to the OCC model, the
hope (vs. fear) emotion is triggered when a desirable
(vs. undesirable) event is predicted. The fear and
hope emotions that may be triggered if a norm is vi-
olated are defined by considering the desirability and
probability of the consequences of violating and norm.

3. MAIN AGENT TYPES
The decisions about norm compliance are made by consid-

ering three willingness factors (i.e., f ′w, f ′′w and f ′′′w ) that are
combined as a weighted average. Therefore, different agent
personalities can be modelled according to the definition of
the weights w′, w′′ and w′′′. The three basic personalities
are:

• Egoist agents (w′ = 1, w′′ = 0 and w′′′ = 0) are
the lest prone to comply with norms, since they only
consider whether the norm condition favours or hinders
their goals.

• Cautious agents (w′ = 0, w′′ = 1 and w′′′ = 0) are
more prone to comply with norms than egoist agents.
This can be explained by the fact that cautious agents
consider whether either the sanction or the negation
of the reward favour their goals.

• Emotional agents (w′ = 0, w′′ = 0 and w′′′ = 1) are
the most willing to obey norms; i.e., they are the most
norm-oriented. This is explained by the fact that at-
tribution emotion only sustains norm obedience.

4. CONCLUSIONS
This paper answers a main question that is related to

the possibility of developing norm-autonomous agents that
consider emotional criteria in their decisions about norm
compliance. In response to this issue, this paper describes
how agents can consider both their preferences and the norm
repercussions when they determine their willingness to com-
ply with norms. The repercussion of norms is not only de-
fined in terms of the utility of norms and the economic cost
(vs. benefit) of the sanctions (vs. rewards), but also in terms
of the social repercussion of norms (i.e., emotional factors).
Specifically, agents are endowed with mechanisms for antic-
ipating the emotions that will be elicited if the norms are
transgressed. Moreover, the way in which agents combine
rational and emotional factors allow different personalities
to be modelled. As future work we plan to evaluate whether
the use of agents that consider emotional criteria obtains
better results in norm-governed scenarios.
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1. INTRODUCTION
In the Netherlands, almost all people have dinner around

5:30pm. As a foreigner in that country, it is almost impos-
sible to plan a (working) meeting around this time, which
would be a ‘normal’ time in many other countries. On the
other hand, having dinner that early is not an obligation.
No one will be offended or would even care if you choose
to eat later. This is an example of a shared strategy, i.e.
an institutional arrangement where different actors have the
intention of performing the same task at a certain time or
setting [4].

Even though the concept of shared strategy is socially and
computationally very instrumental, it has not yet been im-
plemented nor formalized in the MAS literature. First, it
determines the general behaviour of the system thus provid-
ing expectations that accommodate the behaviour. For ex-
ample, restaurants should start preparing meals early since
there will be many people coming at that time. Second, this
notion adds a new dimension to the deontic classical concept
where there is no obligation, permission or prohibition, yet
a shared behaviour takes place.

In MAS research, shared strategies can be a new way of ex-
pressing conventions that cannot easily be fitted into norms
as they have no deontic ‘flavour’ to it. Moreover, shared
strategies are an expectation on individual behavior, rather
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that an individual plan or goal. Shared strategies are also
different from collective intentions [2]. A collective intention
is a goal shared by everyone in a team. Moreover, mem-
bers of the team are aware of other agents intention to meet
the common goal. For a shared strategy however, while all
agents possibly have the same goal, their execution of tasks
to fulfil the goal are independent of each other and if one
agent does not perform the task, the general goal can still
be met. In other words, a shared strategy does not neces-
sarily have to be activated for all the agents every time.

Regarding the benefits of implementing the concept of
shared strategies in MAS, in this paper we take inspiration
from the Institutional Analysis and Development framework
(IAD), an institutional economic framework developed by
the Nobel laureate Elinor Ostrom [4]. IAD is an analysis
framework for understanding social systems with the pur-
pose of (re)designing social rules (i.e. norms). The ADICO
structure, part of the IAD framework, provides a language
for institutional statements, such as shared strategies, insti-
tutional rules and norms [1].

2. TOWARDS A DEFINITION
According to E. Ostrom, a shared strategy is a social con-

cept that refers to a type of behavioural pattern that is ob-
served by a significant number of individuals although it
is, prima facie, neither associated with any deontic modal-
ity, nor having a reward or punishment linked to its perfor-
mance.

Ostrom, in [4], pg. 143, proposes as an example of shared
strategy, the rule of “calling back when a telephone con-
versation is cut”. This strategy is a conditional that un-
der objective circumstances triggers an action. It does not
explicitly entail an obligation or a prohibition and no re-
ward or punishment ensues. On a closer look, however, it
does entail an expectation, that, depending on the context in
which the interruption took place, may be a strong, possi-
bly asymmetrical and, if not fulfilled may be consequential.
Strategy:“When in Rome, do as Romans do”, is an ostensi-
ble directive for action whose —relatively inconsequential—
deontic component may guide the adaptive behaviour of for-
eigners, on one hand, and the leniency of natives towards
non-standard behaviour of foreigners, on the other. Strat-
egy, “Dutch eat at 5:30”, asserts a factual regularity but it
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also hides a directive for action whose compliance by an indi-
vidual is indifferent to the rest of the world; nevertheless, it
creates expectations that under certain circumstances, may
have practical consequences (in Holland, for an individual’s
eating plans or for the operation of restaurants). These three
strategies may be deemed shared strategies only if we make
explicit some assumptions about the expectations involved,
otherwise they would be examples of common and collective
strategies. Thus, the third strategy would be not a shared
strategy but a “common strategy” if we understand it as a
prevalent behaviour. However, it becomes a “shared strat-
egy” when we understand it as an expectation of common
behaviour; for instance, saying that most people believe that
most Dutch eat at 5:30. Finally, the first strategy also fails to
be a shared strategy when the two parties expect that both
parties should follow the rule, or technically, when there is
collective belief.

3. SHARED STRATEGIES IN MAS
The intuition of the formal definition of shared strategy

is that each agent expects that under certain conditions,
other agents will behave in a certain way. Based on this
expectation, we assume that agents can take two approaches
to use shared strategies in their planning, referred here as
an optimistic and a pessimistic approach.

In order to discuss the difference between these two ap-
proaches, we take as example the shared strategy: drivers
will break when there is an obstacle in the road. An op-
timistic pedestrian agent will assume that all drivers will
break when she crosses the road, and therefore will plan to
cross the road even if she sees a car approaching. On the
other hand, a pessimistic pedestrian will assume that you
cannot know which drivers will adhere to the shared strat-
egy, since not all have to follow it, and therefore will plan to
stop at the curb when she sees a car approaching.

From an institutional perspective there are two issues worth
identifying. The relationships between shared strategies and
institutional design and evolution, and the role of shared
strategies in agent-based simulation.

Since shared strategies constitute a regularity of the aggre-
gate behaviour, institutional conventions may be designed
to promote or to control the consequences of that regular-
ity. The approach is straightforward when the existence of
a shared strategy is known in advance and it is likely that
its execution affects institutional objectives. In this case, it
is reasonable to include specific evaluation mechanisms to
monitor the effects of the strategy, and use these to assess
transaction costs that would in turn guide the adaptation
of the institution to actual performance (see [3]). When
the existence of a shared strategy is not known in advance,
ordinary performance monitoring does not necessarily iden-
tify the behavioural regularity, even when performance in-
dicators might signal a hidden cost. In such case, institu-
tional reaction may be untimely and ineffectual. To contend
with such eventuality, one may attempt to foresee undesir-
able outcomes and, at the risk of overregulation, legislate
against them. The opacity of undesirable outcomes, how-
ever, may sometimes be appropriately addressed with con-
ventional mechanism-design techniques or by a clever use of
modelling and simulation methodologies.

In addition to their value for visualizing the effect of shared
strategies on institutional performance. In this context, the
modeler deals with the system as a regulated MAS, making a

shared strategy a feature of individual agents and harnessing
individual actions through institutional conventions of dif-
ferent sorts. The use of shared strategies may be fruitful for
some forms of agent-based simulation. One relevant form is
to use shared strategies as a salient part of the agents’ inter-
nal decision models. This way, the designer may study dif-
ferent aspects of normative, motivational and goal-directed
attitudes (for example the interplay of norms and strategies
in different agent architectures, norm internalization pro-
cesses, norm emergence, norm compliance vs. conflict res-
olution approaches, value formation, achievement degrees).
Another form of using shared strategies in agent-based sim-
ulation is to factor the analysis of aggregate behavior by
designing populations partitioned by shared strategies, thus
measuring cost and value of interactions within populations
with pure and mixed strategies, rational or spontaneous trig-
gering of the shared strategies, etc.

Finally, as Ostrom remarks, the ADICO structured is
meant to be for the analysis of institutional evolution. i.e.
one type of statement becoming another type (e.g. passing
from shared strategy to norm, etc.)

4. CONCLUSION AND FUTURE WORK
In this paper we presented the concept shared strategy as

an alternative concept to that of norm in MAS. Based on the
work of Ostrom, namely the notion of ADICO institutional
statement, we presented an integrated formalism to describe
the semantics of norms and shared strategies, based on a
temporal epistemic logic.

A shared strategy is a low priority statement leading to
action among a group of agents. Since the expectation is
shared, each agent believes that most other agents will per-
form the action but does not necessarily know who. There-
fore, agents don’t have expectations for a particular other
agent to perform shared strategies because they cannot know
whether that particular agent follows the strategy or not,
even though as a group, most will. This yields that no
deontic type and no sanction can be assigned to a shared
strategy.

Shared strategies are a crucial part of agent societies as
they result in global behaviors that may need to be taken
into consideration by other agents who may be part of the
system or merely global viewers. A shared strategy can
change into norm and vice versa depending on the level of
norm internalization and the context which facilitates the
implementation of norm emergence and evolution.

For future work, we are further extending the formaliza-
tion of shared strategy. We are also exploring how shared
strategies can be implemented into BDI architecture.
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ABSTRACT
In this paper we propose the usage of a framework combin-
ing standard deontic logic (SDL) and non-monotonic logic
programming – deontic logic programs (DLP) – to represent
and reason about normative systems.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Knowledge Representation
Formalisms and Methods

General Terms
Languages, Theory

Keywords
Norms, Knowledge representation, Organisations and insti-
tutions, Logic-based approaches and methods, Design lan-
guages for agent systems

1. INTRODUCTION
Normative systems have been advocated as an effective

tool to regulate interaction in multi-agent systems. Essen-
tially, norms encode desirable behaviours for a population
of a natural or artificial society. In general, they are com-
monly understood as rules specifying what is expected to
follow (obligations, permissions, ...) from a specific set of
facts. Moreover, in order to encourage agents to act accord-
ing to the norms, normative systems should also be able to
specify the application of rewards/sanctions.

Deontic logic [20] deals precisely with the notions of obli-
gation and permission, and it is, therefore, a fundamental
tool for modeling normative reasoning. The modal logic KD
has emerged as the Standard Deontic Logic (SDL) [3].

Although necessary, SDL has shown not to be sufficient for
the task of representing norms [4]. For instance, it is well
known its inability to deal with some paradoxes, namely
those involving the so-called contrary-to-duty obligations.
The main difficulty of SDL is the fact that classical implica-
tion does not provide a faithful representation for the condi-
tional obligations that usually populate a normative system.
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Works using dyadic modal logics [19, 9] and input-output
logic [11] are examples of approaches that model conditional
obligations in order to have a behavior more reasonable than
SDL in the face of the aforementioned paradoxes.

Another fundamental ingredient for modeling norms is the
ability to express defeasible knowledge. This is important
for representing exceptions, which are very common in nor-
mative rules. Several approaches using non-monotonic logics
where applied to the problem of representing and reasoning
about norms [16, 14, 1, 2].

For all the reasons aforementioned, the representation and
reasoning about normative systems would greatly benefit
from a framework combining deontic logic and rule based
non-monotonic reasoning. We thus propose a language for
representing and reasoning about normative systems that
combines deontic logic with non-monotonic logic program-
ming. Several features distinguish our approach from other
formalisms, viz. [13, 12, 15, 6, 7, 10], that combine deon-
tic operators with non-monotonic reasoning. First of all,
we have a rich language, which allows complex deontic logic
formulas to appear in the body and in the head of rules,
combined with the use of default negation. Moreover, at
the level of the semantics, we endow the normative sys-
tems with a purely declarative semantics, which stems from
a well-known semantics: the stable model semantics of logic
programs.

The fundamental notion in our framework is that of a de-
ontic logic program. This is composed by rules that resemble
usual logic program rules but where complex SDL formulas
can appear in the place where only atoms were allowed.

Definition 1. A deontic logic program is a set of rules
ϕ← ψ1, ..., ψn, not δ1, ..., not δm (1) where each of ϕ,ψ1, ..., ψn,
δ1, . . . , δm is an SDL formula.

As usual, the symbol ← represents rule implication, the
symbol “,” represents conjunction and the symbol not rep-
resents default negation. A rule as (1) has the usual reading
that ϕ should hold whenever ψ1, ..., ψn hold and δ1, ..., δm
are not known to hold.

Note that, contrarily to some works in the literature [6,
10, 7], deontic formulas can appear both in the head and
in the body of a rule, and they can be complex formulas
rather than just atomic formulas. This extra flexibility is
fundamental, for example, to deal with non-compliance and
application of sanctions.

A normative system is usually understood as a set of rules
that specify what obligations and permissions follow from
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a given set of facts, and, moreover, that specify sanction
and/or rewards. In our approach, we use the deontic logic
programs to represent normative systems.

Definition 2. A normative system N is a deontic logic
program.

In order to allow agents and institutions to reason about a
normative system, it is very important that it has a rigorous
formal semantics which, at the same time, should be clean
and as simple as possible. We endow our rich normative
language with a declarative semantics, by defining a stable
model based semantics [21] for deontic logic programs. The
definition of such a semantics for deontic logic programs is
not straightforward due to their complex language where,
instead of atoms, we can have complex SDL formulas in the
head and body of rules. The problem is that, contrarily to
the case of atoms, these formulas are not independent. To
overcome this difficulty we need to define a notion of inter-
pretation that accounts for such interdependence between
these “complex atoms”. The key idea of taking theories of
SDL as interpretations, contrasted with the usual definition
of an interpretation as any set of atoms, allows the semantics
to cope with the interdependence between the SDL formulas
appearing in the rules. This construction of a stable model
semantics for deontic logic programs can be seen as a special
case of the general construction of [5] for parametrized logic
programs in which SDL is taken as the parameter logic.

The thus obtained normative language is quite expressive,
and can be shown to embed extant approaches such as an
important fragment of input-output logic [10]. The fact that
our language has a purely declarative semantics also allows
us to have several interesting properties. First of all, the
agents (the ones that are subject to the normative system),
the modeler (the one that writes down the norms) and the
electronic institution (the one responsible for monitoring the
agents and applying the sanctions/rewards) can all reason
about the normative system in a simple and clear way. More-
over, in this semantics we can define the fundamental notion
of equivalence between normative systems, and, what is the
more, we are able to define a logic in which we can verify
equivalence of normative systems using logical equivalence.

The results achieved open very interesting paths for fu-
ture research. An example is the use of abductive reasoning
over our stable model semantics to allow agents to plan their
interaction with the normative system, in order, for exam-
ple, to avoid sanctions. Being declarative, our normative
framework could easily be integrated in normative multi-
agent system that use declarative languages for modeling
norms [17, 8], allowing an important increasing of expres-
sivity of these norm languages. Although this is not the
main focus of such systems, it was realized, viz. [18], the
need for more expressive declarative norm languages.

Other interesting topics for future work include the study
of how tools for updating logic programs could be used for
the fundamental problem of updating normative systems,
and how to define a well-founded based semantics for DLP,
that is a sound skeptical approximation of the stable model
semantics with more favorable computational complexity.
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ABSTRACT
In this extended abstract we borrow an example from the
Portuguese Penal Code to advocate that norms used to reg-
ulate interaction in human societies, just as those used in
multi-agent systems, require the joint use of the features
based on the Closed World Assumption of rules in Logic Pro-
gramming and those based on the Open World Assumption
of ontologies in Description Logics, all of which are provided
by Hybrid MKNF Knowledge Bases.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Knowledge Representation
Formalisms and Methods

General Terms
Languages, Theory

Keywords
Norms, Knowledge representation, Organisations and insti-
tutions, Design languages for agent systems

1. INTRODUCTION
Normative systems have long been advocated as an effec-

tive tool to regulate interaction in multi-agent systems, and
the theory and practice of normative multi-agent systems is
a young and very active research area.

Essentially, norms encode desirable behaviours for a popu-
lation of a natural or artificial society. For example, a (con-
ditional) norm might specify that drivers are expected to
stop if so signalled by an authority. In general, norms are
commonly understood as a specification of what is expected
to follow (obligations, goals, contingency plans, advices, ac-
tions, ...) from a specific state of affairs.

Nowadays, many popular organisational models for spec-
ification and practical implementation of multi-agent sys-
tems are partly based on normative notions (see, e.g., [2]
and references therein). Typically, these systems take a for-
mal representation of the normative system and, through
automated reasoning, check observable agents’ behaviours
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against the norms, in order, for instance, to detect norm
violation and to apply sanctions.

One key problem to implement such practical normative
systems involves the representation of, and reasoning with
norms. On the one hand, we need a representation language
that is expressive enough to represent the norms we wish
to encode, on the other hand it must be such that we can
reason with it efficiently.

Ever since the formalisation of the British Nationality Act
using Logic Programming (LP) by Sergot et al. [7], non-
monotonic formalisms have been used to deal with many
aspects of legal rules and regulations. The non-monotonic
features common to existing approaches which implement
the Closed World Assumption have been shown necessary
in the context of reasoning with norms, laws and regula-
tions, for example, to allow default reasoning needed, e.g.,
to represent exceptions.

Despite the specificities of multi-agent systems, many of
their aspects are inspired by human societies, and an inti-
mate parallel between laws in real-world legal systems and
norms in multi-agent systems can often be drawn. There-
fore, in this paper, instead of tailoring an artificial multi-
agent based scenario to illustrate our points, we exploit the
Portuguese Penal Code (PPC), that is filled with examples
rich in intrinsic subtleties.

Example 1. To illustrate the need for default reasoning to
represent exceptions, consider the following PPC articles:

Article 131. Murder
Who kills another person shall be punished with impris-
onment from eight to sixteen years.

However, exceptional circumstances for murder increase
the duration of the conviction:

Article 132. Aggravated murder
1 – If death is produced in circumstances which present
a special censurability, the agent is punished with impris-
onment of twelve to twenty-five years.
2 – Is likely to reveal the special censurability referred to
in the preceding paragraph, among others, the fact that
the agent:

(...)
d) employs torture or cruel act to increase the suffer-

ing of the victim;
(...)

h) performs the act with at least two other people;
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Accordingly, killing someone is punished with imprison-
ment from eight to sixteen years, except if some additional
facts are established, in which case the penalty is aggra-
vated. In other words, unless one of these aggravating facts is
proved, by default this crime is punished with imprisonment
from eight to sixteen years. The relevant part can easily be
captured by LP rules using non-monotonic default negation
as follows:

Murder(X,Y )← Killing(X),Guilty(X,Y ),

∼AggrMurder(X,Y ).

AggrMurder(X,Y )← Killing(X),Guilty(X,Y ),

Censurable(X).

together with the definition of Censurable(X), and where
Guilty(X,Y ) represents the fact that subject Y was found
guilty of punishable event X.

However, in legal reasoning, we sometimes need to
represent concepts that cannot be handled by the LP
approach, namely those involving open world knowledge.
Whereas some extensions of LP allow the representation of
some open world knowledge, e.g., through the use of strong
negation, they cannot deal with cases that require reasoning
with existential knowledge and unknown individuals, often
required when dealing with norms.

Description Logics (DLs) [1], decidable fragments of clas-
sical first-order logic, offer an alternative and are considered
the standard logical representation for expressive ontologies.
They are based on the Open World Assumption and allow
for reasoning with unknown individuals.

Example 2. Going back to the previous example, encod-
ing item h) as a condition to establish special censurability
requires that we refer to (at least) two possibly unknown
individuals (a witness or a security camera recording could
be sufficient to establish that the culprit acted together with
two more people, but not their identity). The relevant part
can be encoded in DLs as

≥ 3 PerformedBy.Person v Censurable ,

meaning that special censurability of the act is established
if it was committed by at least three people. Such a condi-
tion cannot be expressed in the body of an LP rule since it
does not permit encoding unknown individuals. Similarly, it
would not be possible to assert in a rule that some act was
performed by, e.g., five people, but whose identities, besides
that of the accused, are unknown.

Not only can DLs be seen as a solution to properly deal
with existential knowledge and unknown individuals, they
are quite appropriate for taxonomic representations of facts
and concepts, and have been acknowledged in the area of
legal reasoning as a fundamental tool for modelling and rea-
soning about the hierarchy of legal concepts [6]. Unfortu-
nately, DLs do not allow for default reasoning.

Despite the fact that the example used was extracted from
a human legal system, normative multi-agent systems are
not different when it comes to norms requiring exceptions
(e.g., agents should not be allowed to access some confiden-
tial information unless they have specific privileges) and rea-
soning with existential knowledge and unknown individuals
(which is becoming increasingly relevant, now that privacy
issues in MAS are receiving more attention, and the identity

of the agent that performed an action might not be avail-
able).

In order to properly represent and reason with rich norms
that include all these features, we need an approach that
tightly combines the best of the two families of formalisms
– LP rules and DLs – and exhibits, at least, the following
key features:

• have a formal rigorous semantics so that norms can
be shared by agents and institutions, and both can
reason with the norms to determine their actions and
sanctions;
• support both the Open and Closed World Assumption,

and the ability to represent and reason with existential
knowledge and unknown individuals;
• be equipped with efficient operational semantics to be

usable in practical multi-agent systems.

To the best of our knowledge, no existing system concur-
rently provides seamlessly the expressivity of LP and DLs
to represent norms.

With these requirements in mind, we propose that norma-
tive frameworks use the joint expressivity of LP and DLs. In
such frameworks, facts are represented as a DL ABox, and
norms as a combination of a DL TBox and LP rules. The
semantics can then be rooted on Hybrid MKNF [5], a lan-
guage that tightly integrates rules and ontologies, or on its
well-founded version [4] for which top-down querying pro-
cedures have been introduced and an implementation with
support for the DL ALCQ is available [3].
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ABSTRACT
Ambient Intelligence systems (AmI) are normally composed
of networked heterogeneous devices with critical resource
limitations. One of the biggest requirements of AmI systems
is that they should be capable of self-management in order
to adapt their behavior and resources to environmental con-
ditions and variable device resources. Autonomous agents
are a good option to endow AmI systems with self-managing
capabilities, but current agent platform implementations do
not adequately address the heterogeneity requirements of
AmI systems, given the impossibility until now of producing
pure agent-based solutions. In this paper we present a pure
agent-based solution for self-managing AmI systems, with
particular emphasis on defining a working solution consid-
ering the diversity of devices and communication protocols
through which AmI devices must interoperate.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artifi-
cial Intelligence—Multiagent systems

General Terms
Design, Experimentation, Management

Keywords
Agent Oriented Software Engineering, Self-management, Am-
bient Intelligence, Lightweight devices

1. INTRODUCTION
Ambient Intelligence (AmI) environments represent a new

generation of computing systems equipped with devices with
special capabilities that make people aware of the environ-
ment and react to it, in a more natural way [4]. These
systems are composed of a large variety of networked hetero-
geneous devices, such as mobile phones or Wireless Sensors
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Networks (WSNs). Normally, the majority of AmI devices
show symptoms of degradation, such as energy loss or failure
of some network nodes, which requires explicit management
action, for example saving energy to guarantee the system’s
survival. Consequently AmI systems demand the reconfig-
uration of their internal functioning in response to changes
in their environment. This means that AmI systems must
behave as autonomic systems with a self-managing capacity.

The self-management properties are inspired by the prop-
erties of agents [5], such as autonomy, distribution and proac-
tiveness. This leads us to consider agents and Multi-Agent
Systems (MASs) as effective metaphors for system design
and implementation of AmI scenarios. In this paper we
will focus on how an agent-based solution can help to im-
plement the self-management requirement of AmI systems.
Several approaches already exploit MAS in the context of
self-managing AmI systems [2][3], but the solution proposed
by most of them cannot be considered a pure agent-based
solution since agents are just used to apply Artificial Intel-
ligence techniques (e.g. learning or planning algorithms), or
as autonomic managers of an add-on autonomic system.These
solutions are not energy efficient, as the self-management
tasks imply an extra traffic between the autonomic agent
manager(s) and the managed devices. So, pure agent-based
solutions are more energy efficient, since they minimize the
self-management traffic, which can be considerable in AmI
systems with for example thousands of sensors.

In this paper we introduce self-StarMAS, a set of coop-
erating agents, running in each device of an AmI system,
able to communicate and interoperate through heteroge-
nous communication protocols, and with the capacity of self-
management adapted to each kind of agent/device.

2. THE SELF-STARMAS SYSTEM
In this section we will present the self-StarMAS system

(see fig. 1) focusing on the challenges that pose the use
of agent technology to self-manage AmI systems and how
they are addressed by our approach. The use of agents to
support self-management is not a new research area, but
we consider that current solutions do not address all these
challenges well.

C1 - Self-management: Much research on self-mana-
gement is progressing and several self-* properties intro-
duced by IBM can be considered a good starting point (self-
configuring, self-optimizing,...). Achieving: We propose
a MAS composed by a set of cooperating agents with the
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Figure 1: The self-StarMAS global architecture

capacity to provide self-management. Each individual AmI
device is endowed with an agent with self-management ca-
pacities, so we propose a pure agent-based solution.

C2 - Decentralized adaptation: The highly decen-
tralized and embedded nature of the devices involved makes
it hard to enforce some forms of direct control over each
of the networked devices [6]. This makes traditional cen-
tralized approaches that use one agent, or a fixed set of
agents to perform a kind of self-management task, inade-
quate and economically inviable, leading to a demand for
novel decentralized solutions. Achieving: Agents in self-
StarMAS are structured following a hierarchical organiza-
tion with different types of agents (see fig. 1), adapted to
the resources of each device and its physical organization in
the WSN. Firstly, agents running in mote-like sensors in-
clude a lightweight implementation of self-managing prop-
erties, with only a limited set of previously known recon-
figuration actions. They specialize in applying policies to
save energy levels but the adaptation is performed locally
(Local self-*loop). Secondly, sink nodes of the WSN have
agents with higher level organization capacities. The poli-
cies applied by them have the goal of self-managing a group
of agents, representing a group of sensors. Finally, agents
running in hand-held devices have the capacity to both self-
manage their internal functioning, and act as managers of
the self-StarMAS system (Global self-*loop).

C3 - Devices heterogeneity: AmI systems are com-
posed of set of heterogeneous lightweight devices, which are
continuously being updated. This means that any pure
agent-based solution for self-managing AmI systems must
consider that agents will be running in different devices,
but even so, they must interoperate using the services of
a common agent platform (AP). Achieving: Self-StarMAS
includes different agent designs for different kind of AmI
devices, but they are completely interoperable using FIPA-
compliant negotiation protocols adapted for self-management
in AmI systems. Until now, only a few APs can be executed
in mobile phones and only a couple of approaches [1] can be
executed in sensors such as Sun SPOT, but in this last case
agents in different types of devices are not interoperable.

C4 - Communication heterogeneity: In a ubiquitous
environment, agents running in different devices must be
able to communicate with each other. The challenge is to

support the communication of agents running in devices,
using the lightweight devices’s own proprietary communi-
cation technology. Achieving: Self-StarMAS agents are
platform-neutral which means that agents are able to sup-
port the discovery and interaction between agents running in
devices using different communication technologies or APs.
As part of our solution, we provide different possibilities in
order to support agent interoperation: (i) use an existing AP
(e.g. JADE-Leap); (ii) use our infrastructure to support the
communication between hand-held devices using WiFi and
WSNs using Zigbee; and (iii) use the native communication
protocol of the AmI device (e.g. for hand-held devices we
implemented an AP using Bluetooth).

To the best of our knowledge, only our work properly ad-
dresses all the challenges presented above. We present a
workable solution instead of a theoretical one, the results
of which sometimes cannot be applied to real AmI systems.
The approach proposed here pursues a general goal of mak-
ing the agent technology a genuine alternative to develop
complete AmI applications.

3. CONCLUSIONS
In this paper we present, self-StarMAS, a pure agent-

based solution for the self-management of AmI systems. The
main characteristic of the self-StarMAS is that it provides
an homogenous management of AmI systems, although it is
composed of heterogeneous agents running on heterogenous
devices, communicating through heterogeneous AP and pro-
tocols. The architecture of each type of agent is customized
to the resources of each device type, allowing the definition
of reconfiguration policies adapted to the role and resources
of each agent. Up to now we have defined some control poli-
cies focused on energy saving, but the self-StarMAS system
is extensible, so new policies can be defined easily.
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ABSTRACT
The efficiency of service discovery in distributed systems re-
lies on the collaboration of the agents and the structure of
the relations established among them. Structural relations
cannot be static, agents should be able to adapt their links
as the domain conditions and their interests change. This
self-organization considerably improves the performance of
the service discovery process. We present a self-organization
mechanism that facilitates the task of decentralized service
discovery and improves its efficiency in dynamic environ-
ments. Each agent has local knowledge about their neigh-
bors and the queries received during the discovery process.
With this information, each agent is able to decide when it is
more appropriate to modify its structural relations with its
direct neighbors and what the most suitable acquaintances
to replace them are.

Categories and Subject Descriptors
H. [Information Systems]

General Terms
Management, Performance

Keywords
Services, Self-adaption, Self-Organization, Similarity, Ho-
mophily

1. STRUCTURAL RELATIONS FOR SELF-
ORGANIZING AGENTS

Structural relations define the set of agents with which an
agent establishes a relation. One of the criteria considered
to establish structural relations is homophily [3]. Homophily
is present in many complex networks. The idea behind the
homophily concept is that individuals tend to interact and
establish links with similar individuals through a set of social
dimensions. Therefore, at the structural level, communities
of similar agents (provide similar services) are created in
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a decentralized way. The resulting system structure can
be considered to be preferential attachment network, which
grows according to a simple self-organized process [4].

Each agent in this structure has a local knowledge about
its structural relations, as well as knowledge about the en-
vironment. Formally, the knowledge model of agent i is a
tuple < ATi ,AKi ,ARi , C >, where A is the set of agents in a
multiagent system and

• ATi ⊆ A is the set of agents that agent i can commu-
nicate with.

• AKi ⊆ A is the set of acquaintances of agent i. We
point out that, in general, ATi ⊆ AKi , since an agent is
always at least aware of the existence of its neighbors
in the communication network.

• ARi ⊆ A is the set of agents that agent i has a relation
with.

• C is the set of possible categories (relation types). We
consider that each agent is associated, at least, to one
category that is related to the services it provides.

1.1 Self-Organization in Service Discovery
When an agent needs a service, since there is not a service

discovery facilitator nor a registry to be queried, it sends a
query q that contains the requirements for a provider agent
t, which is unknown. The query contains the service de-
scription and its category. The receiver agent performs a
matchmaking process of the query against the services it
offers. If the best matching service has a degree above a
certain threshold, then the search ends successfully. In the
case of an unsuccessful matching, the query is forwarded to
one of its neighbors j ∈ ARi , which is the most similar neigh-
bor to the target agent t considering the semantic closeness
(homophily degree) to the desired service and the degree
(number of connections) of the agent [4]. This process is
repeated until an agent that offers a service that is ’simi-
lar enough’ is found or when the TTL (Time To Live) of
the query ends. The criterion of ’similar enough’ is estab-
lished by the agent that starts the service search process as
a semantic similarity threshold.

Each time an agent forwards a query, it updates the in-
formation about its structural relations and adds its identi-
fication to the query along with its matching degree. If the
query has been successfully solved, the agent that started
the process adds the target agent t as an acquaintance agent.
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The target agent that has the required service propagates a
message to the agents that participated in the search. Each
agent analyzes the utility of its links. In the case that the
agent has an acquaintance that has a higher utility than the
current links, it decides to break useless structural relations
with current neighbors and creates new ones with acquain-
tances.

The criterion to evaluate structural relations is based on
their utility. In the context of service discovery, the Utility
of a structural relation between agents i and j for a category
c is defined as:

Uci,j =
#c
i

#i
·mc

j , (1)

where
#c
i

#i
is the ratio between the number of queries for

service category c received by i and the total number of
queries received by i so far, and mc

j ∈ (0, 1) is the average
degree of match for queries of category c performed by agent
j. How this degree of match is calculated is explained in
more detail in [4].

If a relation with a neighbor is used to address requests of
services of a certain category, then it is interesting for the
agent to maintain the link. However, if a relation has not
not being used, then the agent must decide whether or not
to maintain it. The utility of an structural relation decays
exponentially according to Eq. 2 [2]:

τ ci,j = 1− e−ρ·Uci,j (2)

where ρ ∈ (0,∞) is an adjustable parameter and Uci,j ∈ R+

is the utility of the established relation between agent i and
agent j for the category c .

Each agent imaintains a vector of values τ i,j = [τ1i,j ... τ
|C|
i,j ]

for each one of its neighbors. An element τ ci,j of the vec-
tor represents, the probability of sending a query of cate-
gory c through agent j. When agent i establishes a new
relation of category c ∈ C with agent j, the corresponding
value τ ci,j is also initialized to 1. New relations with some of
the acquaintances can be formed. Thus, for every acquain-
tance j ∈ AKi − ARi , agent i maintains a vector of values

ηi,j = [η1i,j ... η
|C|
i,j ] that represents the probability that agent

i will establish a new relation of category c ∈ C with agent j.
The probability of actually establishing a new relation with
agent j is given by an Equation similar to Eq. 2.

2. EXPERIMENTS
We evaluated the influence of the proposed mechanism

based on the utility functions for the evaluation of struc-
tural links with neighbors and acquaintances, and the cri-
teria to each agent decides when it is more appropriate
change current structural relations. We compared the re-
sults of our proposal with those obtained without using
adaptation mechanisms and with a Q-learning algorithm
called Weighted Policy Learner (WPL)[1].

Considering the number of changes in the structural rela-
tions between agents, the ’Utility’ mechanism initially gen-
erates a high number of changes if we compare it with the
’WPL’ mechanism. The ’WPL’ follows a constant rate of
changes, and the adaptation is slower than the ’Utility’ mech-
anism. ’Utility’ allows agents to only rewire links when the
acquaintance links are significantly better than the current
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Figure 1: Evolution over time of system measures
using Utility and WPL mechanisms. (Top) Percent-
age of queries that end successfully. (Bottom) Num-
ber of structural changes in the system.

links. This makes agents change a reasonable number of
structural relations. The success of the service discovery
system is improved with both strategies (see Fig. 1). With
both adaptation mechanisms, agents are able to create new
links that connect with other agents that offer the most de-
manded services. The ’Utility’ mechanism improves the suc-
cess rate in the first two iterations. However, the WPL takes
more time to achieve a success rate over 95%.
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ABSTRACT
In this paper, a self-organising multi-agent framework is pro-
posed. Different from current related approaches which con-
cerned only a single principle of self-organisation, this frame-
work synthesises the three principles of self-organisation,
i.e., agent cloning/spawning, resource exchange and relation
adaptation. In this framework, an agent can autonomous-
ly generate new agents when it is overloaded, exchange re-
sources with other agents if necessary, and adapt relations
with other agents to achieve a better network structure. In
this way, agents in this framework can adapt to dynamic
environments.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence

General Terms
Algorithms

Keywords
Self-organisation, Adapation, Learning

1. INTRODUCTION
Self-organisation is defined as “the mechanism or the pro-

cess enabling the system to change its organisation without
explicit external command during its execution time [2]”.
For self-organising sytems design, Mathieu et al. [1] pointed
out that a self-organising system should include three prin-
ciples. The first one is that agents within the system will
generate new agents to take part of their load once they
are overloaded. The second one is that agents can exchange
skills or resources, if necessary, between each other to in-
crease autonomy. The last one is that agents should be
able to create new specific relations between agents in or-
der to remove the middle-agents. Currently, each of the
three principles has attracted many research efforts. How-
ever, to the best of our knowledge, there lacks an attempt
which combines the three principles in a single framework
in order to achieve better performance compared with those
self-organisation approaches which considers only one of the
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three principles. Towards this end, in this paper, we present
a self-organising multi-agent framework which combines the
three principles together, i.e., agent cloning/spawning, re-
source exchange and relation adaptation. Our framework is
illustrated within a general platform, i.e., distributed task
allocation. By employing a general platform, instead of a
particular existing system, our framework can be potential-
ly applied to a wide variety of applications.

2. MODEL DESCRIPTION
The task allocation network is modeled as a tuple 〈A,N, T,Γ〉.

Each element is described as follows.

• A is a set of collaborative agents in the network, i.e.,
A = {a1, ..., an}.
• N = {N1, ..., Nn}, where each Ni demonstrates the

neighbours of agent ai.

• T = {t1, ..., tm} is a set of task types which will arrive
at the network.

• Γ = {γ1, ..., γl} is a set of resource types which exist
in the network.

The neighbour set of each agent Ni consists of three dif-
ferent neighbours, i.e., peer, subordinate and superior, which
are formed by two relations, i.e., peer-to-peer relation and
subordinate-superior relation.

A task type defines which resource types are needed and
the quantity of each type of resources is required. In addi-
tion, a task type also dictates the task benefit, the task ser-
vice time and the task maximum waiting time before being
executed. If a task cannot be completed before the deadline
of its service time, the benefit of this task decreases gradu-
ally with time elapse till 0.

There is a continuous dynamic stream of tasks which ar-
rive at the network. Each task Φ randomly corresponds to a
task type in T . Φ can be divided into several subtasks and
each subtask, ϕi ∈ Φ, requires a particular resource type and
a specific amount of this type of resources which are indicat-
ed by the corresponding task type. In addition, each subtask
has a relevant benefit paid to the agent which successfully
completes the subtask. In this paper, a subtask ϕi is mod-
eled as a token ∆i which can be passed in the network to
find a suitable agent to complete. Each token consists of not
only the information about resource requirement of the cor-
responding subtask, but also the token traveling path which
is composed of those agents that the token has passed.

1431



3. THE SELF-ORGANISING MULTI-AGENT
FRAMEWORK

3.1 Agent Cloning/Spawning
When an agent is overloaded (i.e., it cannot complete the

subtasks in its subtask waiting list before their respective
deadlines or it has too many neighbours to keep with), the
agent will create a new agent to handle part of its load. The
agent has two options, namely cloning an agent or spawning
an agent.

Specifically, for a single agent, spawning is triggered when
the task load exceeds the agent’s ability to finish it on time,
given the agent’s current status and resource level. In this
condition, the agent spawns some new agents and assigns
the most benefit tasks and corresponding resources to them.
These spawned agents are as subordinates of the original
agent, but they cannot establish relations with other agents.
When the spawned agents finish the assigned tasks, they are
in an idle status. When the spawned agents keep in an idle
status for a pre-defined period, namely that no more such
subtasks need to be completed, they will be destroyed by
the original agent to save relation management load.

On the other hand, cloning happens when an agent has
too many neighbours, which means that the agent has a
heavy overhead for managing relations with other agents. In
this situation, to avoid possible communication congestion,
the agent clones an agent which has the same resources as
itself, and assigns some neighbours to the cloned agent. The
original agent keeps a peer relation with the cloned one.
Different from the spawning agents, the cloned agent cannot
be destroyed by the original agent. Instead, the original and
cloned agents will compose together, once the total number
of neighbours of them is less than a pre-defined threshold.

3.2 Resource Exchange
For a single agent, when a resource has not been used for

a long time, the agent will transfer the resource to a neigh-
bouring agent which really needs this resource. Here, we
devise a Q-learning algorithm to handle it (Algorithm 1).
An action in this Q-learning algorithm represents transfer-
ring a resource to a neighbour.

Algorithm 1: Resource transfer according to ai
1 for each ai ∈ A do
2 Res← GetResource();
3 for each resource γi ∈ Res do
4 ai initialises Q-values and π;
5 ai informs its neighbours;
6 neighbours respond to ai;
7 r← the reward vector for neighbours;
8 for each neighbour of ai, i.e., nj ∈ Ni do
9 Q(nj)← (1− α1)Q(nj) + α1 · rj ;
10 end for
11 r̄ ← 1

|Ni|
∑
nj∈Ni rj ;

12 for each neighbour of ai, i.e., nj ∈ Ni do
13 π(nj)← π(nj) + ζ(Q(nj)− r̄);
14 end for
15 π← Normalise(π);
16 ai selects a neighbour based on π;
17 end for
18 end for

3.3 Relation Adaptation
Our relation adaptation algorithm is based on the past

information of the individual agents. Specifically, agents

use the information about the past task allocation processes
to evaluate their relations with other agents. We develop
a multi-agent Q-learning algorithm to tackle the relation
adaptation problem. Algorithm 2 demonstrates our rela-
tion adaptation algorithm in pseudocode form.

Algorithm 2: Relation adaptation according to ai
1 Candidatesi ← ai selects agents in the network;
2 for each aj ∈ Candidatesi do
3 Acti ← available actions(ai, aj);
4 Actj ← available actions(ai, aj);
5 for each x ∈ Acti, y ∈ Actj do
6 Initialise Qix and Qjy arbitrarily;
7 for k = 0 to a predefined integer do;
8 calculate πix(k) and πjy(k);
9 Qix(k + 1) = Qix(k)+

πix(k)α2(
∑
y r

x,y
i πjy(k)−Qix(k));

10 Qjy(k + 1) = Qjy(k)+
πjy(k)α2(

∑
x r

x,y
j πix(k)−Qix(k));

11 end for
12 end for
13 〈xopti, yopti〉 ← argMaxmatch(x,y)(Qix +Qjy);
14 ai, aj take actions xopti and yopti, respectively;
15 µij ← µij + (Lij/ρ1 − 1);

16 if µij > 1 then µij ← 1;
17 if µij < 0 then µij ← 0;
18 µji ← µij ;
19 end for

When finishing learning Q-values, ai and aj (Line 13) co-
operate to find the optimal actions for both of them.

Algorithm 3 illustrates the reasoning aspect of each a-
gent for selecting a group of agents to initilise the relation
adaptation process.

Algorithm 3: Candidates selection of each agent
1 for each ai ∈ A do
2 Candidatesi ← ∅;
3 for each ∆k ∈ tokensi do
4 statistics of ∆k.owner;
5 end for
6 if ∃ # of same ∆k.owner > ρ2 and
7 ∆k.owner 6∈ Neig∼i ∨Neig�i ∨Neig≺i then
8 Candidatesi ← Candidatesi ∪ {∆k.owner};
9 end if
10 if ∃ # of same ∆k.owner < ρ3 and
11 ∆k.owner ∈ Neig∼i ∨Neig�i ∨Neig≺i then
12 Candidatesi ← Candidatesi ∪ {∆k.owner};
13 end if
14 end for

4. CONCLUSION
This paper introduced a self-organising multi-agent frame-

work which considers the three principles of self-organisation,
i.e., agent cloning/spawning, resource exchange and relation
adaptation. Through combining the benefits of the three
principles, our framework outperforms state of the art ap-
proaches which focus on a single principle only. Since our
framework is decentralised and continuous over time without
external control, it meets the definition of self-organisation
given by Serugendo et al. [2].

5. REFERENCES
[1] P. Mathieu, J.-C. Routier, and Y. Secq. Principles for

dynamic multi-agent organizations. In PRIMA’02, pages
109–122, Tokyo, Japan, Aug. 2002.

[2] G. D. M. Serugendo, M.-P. Gleizes, and A. Karageorgos.
Self-organization in multi-agent systems. The Knowledge
Engineering Review, 20(2):165–189, 2005.

1432



Dynamic change impact analysis for maintaining and
evolving agent systems

(Extended Abstract)
Hoa Khanh Dam and Aditya Ghose

School of Computer Science and Software Engineering
University of Wollongong

New South Wales 2522, Australia
{hoa,aditya}@uow.edu.au

ABSTRACT
In contrast to an increasing number of agent-based applica-
tions in various domains, there has been very little work on
maintenance and evolution of agent systems. This paper ad-
dresses this gap with a focus on change impact analysis, i.e.
estimating the potential effects of changes before they are
made as an agent system evolves. We propose a technique
for performing impact analysis in an agent system using dy-
namic information about agent behaviour. Our approach
builds a representation of an agent’s behaviour by analyzing
its execution traces which consist of goals and plans, and
uses this representation to estimate impacts.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Distribution, Maintenance,
and Enhancement

General Terms
Design

Keywords
change impact analysis, multi-agent systems

1. INTRODUCTION
Complex agent-based applications will evolve and will need

to be maintained throughout their life, which would require
substantial costs. The focus of this paper is on change im-
pact analysis of agent systems – predicting the potential
consequences of a proposed change. Change impact analy-
sis [1] usually starts with the software maintainer examin-
ing the change request and determining the entities initially
affected by the change (i.e. the primary changes). The soft-
ware maintainer then determines other entities in the sys-
tem that have potential dependency relationships with the
initial ones, and forms a set of impacts. Those impacted
components also relate to other entities and thus the impact
analysis continues this process until a complete impact set
is obtained. Change impact analysis plays a major part in
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planning and establishing the feasibility of a change in terms
of predicting the cost and complexity of the change (be-
fore implementing it). This help reduce the risks associated
with making changes that have unintended, expensive, or
even disastrous effects on an existing system. Furthermore,
change impact analysis can be used to predict or identify
parts of a system that will need to be retested (i.e. regres-
sion testing) as a result of changes.

Although notions and ideas from a large body of work
addressing change impact analysis for classical software sys-
tems (e.g. [1]) can be adapted, agent systems with their dis-
tinct characteristics and architectures introduce new prob-
lems in software maintenance. For instance, while object-
oriented software deals with classes, methods and fields, a
typical agent-based software, e.g. the Belief-Desire-Intention
(BDI) [4] agents, consists of agents, plans, events/goals and
beliefs.

A recent effort [2] has proposed a change impact analysis
technique specifically for agent systems. It is however based
on static analysis of agent source code, which can safely es-
timate the impact of changes, but its conservative principle
leads to a large impact set which may contain many unnec-
essary entities. This is because static analysis considers all
possible behaviours of a software system while only a subset
of such behaviours may be executed in practice.

Therefore, this paper takes a dynamic approach to change
impact analysis for agent systems: we propose an impact
analysis technique using dynamic information about agent
behaviour. Our dynamic impact analysis technique focuses
specifically on agent systems, in particular the well-known
and widely-used BDI agents. We identify the essential infor-
mation needed to perform dynamic impact analysis on a BDI
agent system. Such dynamic information is collected from
execution data for a specific set of agent executions (e.g. ex-
ecutions based on an operational profile or executions of test
suites) which contains two key aspects determining the be-
haviour of a BDI agent system: the goals an agent pursued
and the plans it deployed to achieve those goals. We further
define a technique to analyse that information to determine
when a plan or goal is changed, what other plans and goals
are potentially impacted by the change.

2. DYNAMIC IMPACT ANALYSIS
The hierarchical structure of BDI plans which determine

the run-time behaviour of a BDI agent can be viewed as a
goal-plan tree where each goal has children representing the
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relevant plans for achieving it, and each plan has children
representing the subgoals (including primitive actions) that
it has. This goal-plan tree can be seen as an “and/or” tree:
each goal is achieved by a successful execution of one of its
plan (“or”), and the success of each plan relies on all of its
sub-goals being resolved (“and”). Figure 1 shows an example
of such an goal-plan tree. Goal G can be realised by either
plan P1 or P2. Plan P1 has two subgoals G1 and G2 in
which G1 can be achieved by one of plans P3, P4 and P5,
and G2 can be achieved by plan P6. Plan P2 has only one
subgoal G3, which can be realised by either plan P7 or P8.

P1

G

P2

P3 P4 P5 P6 P8P7

G1 G2 G3

Figure 1: A goal-plan tree for agent A

As an example, suppose we have a single execution trace
t , shown by a string of letters in figure 2, for an agent A
whose a goal-plan tree appears in figure 1. Note that Gp

denotes goal G being posted, whereas Gs indicates goal G
being successfully achieved. Similarly, Pe denotes plan P be-
ginning execution and Ps indicates a successful completion
of plan P. As can be seen, the execution trace in figure 2
demonstrates that after goal G is posted, plan P1 executes,
goal G1 is posted, plan P3 executes and successfully com-
pletes, goal G1 is successfully resolved, goal G2 is posted,
plan P6 executes and successfully completes, goal G2 is suc-
cessfully resolved, plan P1 successfully completes, and goal
G is successfully achieved.

Gp P1e G1p P3e P3s G1s G2p P6e P6s G2s P1s Gs

Figure 2: A typical execution trace t for an agent A

Assume that we propose to change plan P6 in the above
example, an impact analysis technique needs to determine
the other plans and/or goals that are potentially affected by
the change (i.e. the impact set). The static analysis tech-
nique proposed in [2] computes the impact set by consider-
ing static (direct and indirect) dependencies between P6 and
other goals or plans in the agent system. It works under the
assumption that a change in P6 has potential impact on any
node reachable from P6 in the goal-plan tree for agent A.
Therefore, an impact set of plan P6 returned by the static
technique in [2] contains all entities in the goal-plan tree in
figure 1. This would result in highly inaccurate impact set,
as evidenced by the experimental result (i.e. precision of ap-
proximately 0.3–0.4). We will now show that our dynamic
analysis technique which relies on information from execu-
tion traces can predict impact sets that are more accurate
than those computed by static analysis.

Our dynamic analysis technique relies on execution traces
such as the one in figure 2 rather static goal-plan trees.
Given a set of changes, we adapt the PathImpact tech-

nique [3] to perform forward and backward walks of a trace
to identify the impact set of the changes. The forward
walk determines all plans executed and all goals posted after
the changed goal/plan, whereas the backward walk identi-
fies plans/goals into which the execution can return. More
specifically, for each changed entity E (which can be either a
plan or goal) and each occurrence of Ee (if E is a plan) or Ep

(if E is a goal), we will do the following. Note that we will
illustrate our technique using an example of trace t in figure
2 and a change set {P6} (i.e. only plan P6 is modified).

• In the forward walk, we start from the entity imme-
diately following Ee (if E is a plan) or Ep (if E is a
goal), add every plan executed or goal posted into the
impact set (i.e. every entity F such that the trace con-
tain an entry Fe or Fp after the occurrence of Ee or
Ep), and count the number of unmatched successes. In
our example, in the forward walk we start at P6s and
add nothing to the impact set since there is no plan
executed or goal posted after P6. We however count 3
unmatched successes (i.e. G2s , P1s , and Gs)

• In the backward walk, we begin from the entity imme-
diately preceding Ee (if E is a plan) or Ep (if E is a
goal), and add into the impact set as many unmatched
plans or goals as the number of unmatched successes
counted in the forward walk. In our example, we add
G2, P1, and G to the impact set.

• Add E to the impact set if it is not already there.
Therefore, the impact set in our example would be
{P6, G2, P1, G}.

The above trace is an example of a typical, successful exe-
cution. An agent’s execution may however contain paralleli-
sation (e.g. achieving two goals concurrently), interruption
(e.g. suspending an executing plan to deal with higher pri-
ority events), and failures handling (e.g. trying alternative
plans in pursuing a goal). We can apply the same tech-
nique described earlier to determine impact sets from traces
derived from those agent behaviours. In practice, there are
usually multiple execution traces of an agent system. In this
case, we process each single trace and compute the union of
the impact sets returned by each execution traces.
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ABSTRACT 
In this paper we present the latest developments of WADE 
(Workflows and Agents Development Environment) that provide 
concrete support for a better realization of the innovative 
paradigm of agent-based BPM (Business Process Management). 
We discuss the new functionality that WADE offers to enable the 
rapid and effective realization of user-centric business processes, 
i.e., business processes that are tightly integrated with the work of 
users and that are mainly driven by user interactions. Such 
processes are met frequently in practice and WADE seamlessly 
accommodates Web and Android users by means of dedicated 
views. 

Categories and Subject Descriptors 

I.2.11 [Computing Methodologies]: Distributed Artificial 
Intelligence – multiagent systems, languages and structures, 
coherence and coordination 

General Terms 
Management, Design, Languages 

Keywords 
Agent-based business process management, user-centric business 
processes, WADE 

1. INTRODUCTION 
The extensive use of WADE in mission-critical applications (see 
the concluding section and [1] for some examples) has witnessed 
the notable importance of user interactions in the scope of 
workflows. This is not surprising and we acknowledge that the 
idea of workflows has its origins in the management of the work 
of people. Nonetheless, we believe that the common approach of 
treating user interactions as yet another type of event does not 
adequately capture the importance and the high frequency of 
them. 

So called user-centric workflows are introduced in WADE version 
3.0 as a means to capture workflows that (i) frequently need to 
interact with users, and (ii)  are mainly intended to gather 
information and provide feedback to users. WADE now lifts user 
interactions to a higher level and it provides specific tools and 

features to manage them effectively. The design guidelines for 
such a recent development of WADE are as follows: 

- The description of the information to provide to users and 
the related input to acquire from users must be independent 
of the device that the user is concretely accessing; 

- Any element of such a description must be extensible in 
order to let developers provide more specific descriptions of 
both input and output information; 

- The software application that the user accesses must be 
replaceable by any custom application, once the 
communication with the WADE platform is correctly set up; 
and 

- No device is privileged and developers must be able to 
describe workflows in full generality, if they really want. 

From such very generic guidelines we could easily choose the 
Model-View-Controller (MVC) [2] architectural design pattern as 
the coarse grained model around which we designed the new 
interactivity package of WADE. The new WADE interactivity 
package provides the Java classes of the model of interactions (see 
Section 2.1) and a number of visualizers (see Section 2.2) 
intended to be integrated in the application shipped to users. 

2. WADE USER-CENTRIC WORKFLOWS 
In order to fully exploit the power of user-centric business 
processes, the developer of a workflow should first inform WADE 
that the workflow itself needs to interact with users. This is 
accomplished by realizing a workflow class that extends the 
InteractiveWorkflow class rather than the common 
Workflow class. Such an InteractiveWorkflow class is a 
specific subclass of Workflow that provides the needed 
machinery to link a workflow instance to a visualizer. WADE 
ensures a one-to-one correspondence between a user and an 
instance of an InteractiveWorkflow, and therefore an 
InteractiveWorkflow has just one user at a time. 

When an InteractiveWorkflow is connected to a visualizer, 
it is requested to provide the visualizer with a description of the 
information to present to the user and with a related description of 
the possible user inputs. Such a mechanism is concretely driven 
by the workflow developer who can freely use the new method 
interact() that InteractiveWorkflow provides. Such a 
method is supplied with an Interaction object that contains 
the following parts: (i) an abstract description of the information 
to be presented to the user with some abstract requirements on the 
way information is presented, e.g., by indicating how a set of 
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labels should be aligned on the device screen; (ii)  an abstract 
description of the information that the user is allowed to return in 
a response; (iii)  an abstract description of the constraints that the 
user response must meet to be considered valid; and (iv) a list of 
possible abstract actions that the user is allowed to choose as valid 
responses. 

Upon executing the interact() method, the workflows is put 
into a SUSPENDED state to allow the corresponding visualizer to 
present the information to the user and to enable the user to 
provide feedback by means of one of the available response 
actions. The visualizer is on duty for showing the information in 
the best possible way and for allowing the user to provide its 
response. The visualizer is also responsible for the correctness of 
the provided response because it is in charge of checking the 
constraints that identify valid responses. 

Once the user has validly compiled its response and chosen one of 
the available response actions, the visualizer returns user response 
to the workflow instance in terms of a copy of the original 
Interaction object that now contains relevant user input and 
from which the developer can extract the user response easily. 
Such an approach allows developers retrieving response 
information from where they originally decided they should be 
contained. Moreover, it ensures no redundant information is sent 
back in responses. 

2.1 A Model of Interactions 
In the WADE nomenclature, an interaction is both an abstract 
description of the information to be provided to users and a means 
to allow users constructing responses. Therefore, WADE provides 
a set of Java classes that are used to describe interactions with 
such a dual meaning. Such classes are designed using the standard 
approach adopted in modern user interfaces and they are 
structured in a containment tree. They are divided into the 
following major groups: 

- Passive elements, e.g., labels and pictures, that are leafs of 
the containment tree intended to describe the information to 
be provided to users; 

- Information elements, e.g., text areas and menus of various 
types, that are leafs of the containment tree and that are 
meant to provide the user with a means to provide responses; 

- Containers, e.g., list and grid panels, that are designed to 
aggregate a group of children in order to describe their 
relative position in an abstract manner; 

- Actions, that describe the types of responses the user can 
select; and 

- Constraints, that concretely provide check procedures to 
ensure the correctness of responses. 

With the notable exception of constraints, all such Java classes are 
purely descriptive and they are simple containers for information 
flowing between an InteractiveWorkflow and a visualizer. 
They are designed to maintain the clear separation of concerns of 
the MVC design pattern. 

All such classes describe the model of an interaction, while the 
relative controller is implemented by the adopted visualizer, 
which also generates on the fly the relative view. Such an 

approach ensures, among other things, that developers are free to 
add new visualizers and that no visualizer is privileged. 

Constraints are peculiar in the scope of the MVC pattern because 
they are intended to validate input. They represent a pluggable 
part of the controller because they are responsible for updating the 
view upon changes in the model, e.g., by marking invalid 
components with an error notification. WADE provides a set of 
general purpose constraints that can be used, e.g., to make sure a 
mandatory menu has at least one item selected or to warrantee that 
the text in a text field conforms to a given regular expression. 

2.2 Available Visualizers 
At the time of writing WADE provides two visualizers meant to 
accommodate two important classes of users: Web users and 
Android users. Web users are allowed to activate new interactive 
workflows and to connect to suspended workflows by means of a 
dedicated visualizer developed using the ZK toolkit [4]. ZK is a 
very popular toolkit to develop AJAX applications in Java and it 
is easily interfaced with WADE. The ZK visualizer instantiates 
one JADE agent on the server side of the Web application for 
each and every Web session, and it ensures agents are properly 
connected with the WADE platform. The client side of the ZK 
application is meant to: (i) present information to the user; (ii)  
provide selectable actions in terms of buttons; and (iii)  ensure 
constraints are met before passing any response to workflow 
agents. The chosen approach ensures a lightweight client that is 
only in charge of realizing the user interface on the fly and of 
validating constraints. ZK provides a proprietary communication 
mechanism between the client browser and the server side of the 
application which is completely hidden in the deep internals of 
ZK, thus becoming transparent to developers. 

The Android visualizer is developed along the lines of the ZK 
visualizer and we ensured that the internals of the two visualizers 
are designed using the same architecture and adopting closely 
related approaches. The major difference with the ZK visualizer is 
that the Android visualizer is a single Android application that 
hosts: (i) a JADE container in split mode (see JADE 
documentation for details [3]) which is created in the scope of the 
WADE platform; (ii)  the agent needed to connect the user with 
the workflow; and (iii)  the visual components that are used to 
dynamically assemble and render the user interface. No 
proprietary communication mechanism is needed in this case 
because the agent and the visual components share some memory 
of the Android device. 
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ABSTRACT 
This paper proposes a new organization-based multi-agent 
programming (OrgMAP) approach to constructing dynamic and 
flexible software systems. A computational and programming 
model named Oragent is defined following software engineering 
principles such as modularity, reusability and etc. Oragent model 
not only allows programmers to represent the systems with high-
level abstractions in terms of organizations, rules, protocols and 
roles, but also provides a number of mechanisms, such as 
encapsulation, inheritance, enactment and event, to improve the 
dynamics and flexibility of MAS. 

Categories and Subject Descriptors 
D.3 [Programming Language]: Miscellaneous 

General Terms 
Languages, Theory 

Keywords 
MAS programming, Organization theory, Organization-oriented 
programming 

1. INTRODUCTION 
With organizational concepts, agent-oriented software 
engineering (AOSE) provides a natural representation for 
complex software systems. Recently a variety of organization-
oriented approaches to multi-agent systems engineering have been 
brought forth including modeling approaches, methodologies, 
infrastructures and programming languages[1][2][3].While 
organization metaphor has made significant contributions to 
analysis and design multi-agent system (MAS), when it comes to 
implementation, the fact is that current MASs are usually 
implemented as a set of agents in terms of mental concepts, where 
information about organization structure and collective behavior 
is lost [4][5]. As a result, programmers have to manually translate 

and incorporate the organizational concept from design model to 
metal concepts, which leads to poor engineering practice and 
hinders engineers to exploit the full potentials of AOSE. 

A recent trend in the AOSE is to employ organization concepts in 
the implementation of MAS [2][3]. However, until now, few 
languages have explicitly provided primitives for the 
organizational concepts. Current researches in this field usually 
focus on the normative MAS with the aims to deal with the 
openness and heterogeneity [1], but inadequate in handling 
dynamics and flexibility. This paper proposes a new organization-
based multi-agent programming (OrgMAP) approach with a 
computational and programming model named Oragent, which 
allows programmers to constructs the systems with first-class 
organizational concepts, such as organizations, roles, protocols 
and rules. In addition, mechanisms supporting dynamics and 
flexibility are proposed.  

2. ORGANIZATION-BASED MULTI-
AGENT PROGRAMMING 
2.1 Oragent Models 

Oragent Rule

ProtocolRole involve

enact

Capability

provide/require

Eventgenerate

trigger

trigger

participate in

manage
*

1
1

*

 
Figure 1. Oragent computational model. 

Figure 1 shows the computational model of an oragent. Oragents 
are self-managed entities that can be either collective agency or 
individual agents. In the oragent model, an OrgMAP application 
is modeled with oragents that interact with each other with 
protocols based on roles. Each oragent can have a set of rules to 
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manage its structure and behavior, enacting roles that enable it to 
interact with others base on protocols and have some member 
oragents. The capabilities of an oragent are organized with a 
delegation mechanism, i.e. an oragent can delegate the 
implementation of its capabilities to its members. The execution 
of capabilities will generate a set of events which can trigger the 
protocols or rules. The protocols enable the involved role players 
(i.e. oragents) to interact with each other. With the rules, each 
oragent can manage the transformation of the roles it enacts and 
can also reorganize its structure. 

An Oragent programming model is defined to describe the main 
programming facilities. Firstly, a set of oragents with the same 
structure and behavior can be specified as either an organization 
(for composite agency) or a role (for individual agent). 
Organizations are composed of four parts: state variable 
declarations, roles, interaction protocols and management rules. 
Secondly, each role defines the capabilities that contribute to its 
organization. It can either declare the capabilities required from 
its players or define the capabilities provided to its players. The 
roles with required capabilities are considered as abstract roles, 
and the organizations that enact them should provide the required 
capabilities. Thirdly, protocols describe interaction patterns as a 
sequence of messages based on roles. Each protocol can subscribe 
the events that are published by its involved roles. Finally, the 
management rules in an organization define how an oragent 
reorganize its structure based on the event from its members or 
context. In additions adaptation rules are defined within roles to 
describe how the oragent transfers its roles on events.  

2.2 Mechanisms 
This section introduces several programming mechanisms to 
support the construction and execution of an Oragent program, 
including encapsulation, inheritance, enactment and event. 

Encapsulation is an important mechanism for information hiding 
in programming. To support the self-management, oragents 
encapsulate state, actions, behavior and management, so that they 
are able to decide how to construct and regulate their structures. 

Inheritance is an important mechanism in OO programming for 
reuse. Similarly, the Oragent model also supports inheritance 
among roles, so that the sub-roles have the properties and 
capabilities of their super-roles. Furthermore, in the Oragent 
model if the roles have a common super-role, they are said to be 
sibling. The sibling roles are allowed to transfer from one to 
another according to the rules defined within their common super-
role at run-time. Therefore, not only the properties and 
capabilities can be reused between a role and its sub-roles, but the 
state of oragents can also be reused among sibling roles.  

Enactment is a new mechanism introduced in AOP by Mehdi 
Dastani in [3] with the aim to capture role dynamics. However, in 
the Oragent model, enactment mechanism describes the 
relationship between oragents and roles, contrast to the 
instantiation mechanism in OO. While an object has to adhere to 
one class that cannot be changed once it is instantiated, an oragent 
can possess multiple roles that can be changed dynamically 
during its lifetime. With the enactment mechanism, the state of 
the oragents can be reused during the role transformation. 

Event mechanism enables the self-management of oragents. In 
Oragent model, each oragent owns an event management center 
that allows its content and context roles publish and subscribe 
events and a logic reasoning engine that takes as input the 
published events, together with programmer-defined management 
rules that map each event to the corresponding adaptation or 
management behavior. The output, then, corresponds to the 
published event provided with a sequence of actions including 
enacting, deacting, activating and deactivating of a given role and 
initiation, termination and regulation of a given protocol.  

3. CONCLUSIONS AND FUTURE WORK 
This paper proposes a new programming approach—OrgMAP 
and the core computational and programming model is provided 
as Oragent model. The Oragent model allows programmers to 
explicitly represent the structure of the system with high-level 
organizational abstraction so that the gap between design and 
implementation is bridged. Moreover, a set of mechanisms such 
as encapsulation, inheritance, enactment and event, are provided 
to facility the development of dynamic systems. Finally, from the 
software engineering perspectives, the Oragent model provides 
more high-level reusable entities, such as organizations, roles. 
In order to implement the Oragent model, we are currently 
working on the programming language adhering to the Oragent 
model as well as a platform to execute the Oragent programs. 
Moreover, a programming methodology will be designed to guide 
the developers to code and deploy the OrgMAP programs. 
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1. INTRODUCTION
Developing reusable and flexible sensor networks is an im-

portant task for context-aware applications. Previous re-
searchers have deployed several applications on sensor net-
works [3, 5]. These sensor networks are consisted of various
sensor nodes to monitor and control the environment. Since
these sensor networks are consisted of various sensor nodes,
developers need to take sensor deployment and application
design into consideration at the same time to achieve their
goals. It is a great challenge for developers to deal with low-
level sensor controls while designing policies to interact with
users. The flexibility of sensor networks is inherently lim-
ited by its design. Therefore, to make developers focus on
application design without concern for any hardware issues
is very important.

Some researchers have proposed the middleware solution
to improve the flexibility of sensor network [4, 7]. By build-
ing a virtual machine on top of each sensor node, it is easy for
developers to program the nodes using a predefined instruc-
tion set. The provided instruction set is an assembly-like
language which brings limited assistance to developers. OA-
SiS is a programming framework for middleware solution [6].
It treats the unit of application functionality as a service so
that developers can compose the services to achieve their
goals. However, the services in this framework still need to
be redesigned when the application changes.

In order to improve the reusability of sensor networks, this
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Sensors 

Figure 1: MAPLE: a multi-agent sensor network architec-
ture. The rectangles with solid borders are agents.

paper proposes MAPLE (Multi-Agent Programming with Let-
ter Exchanges), a multi-agent architecture, to manage dy-
namic sensor networks. Each agent in MAPLE provides
specific service, such as sensor network maintenance, envi-
ronment perception, device control, service discovery, ser-
vice composition, and context reasoning. Each service cor-
responds to an instruction. Then, the agents can easily use
the services by wrapping the instructions as letters and send-
ing them to others.

2. DESIGN
The MAPLE architecture includes three layers (see Fig-

ure 1). Rectangles with solid borders represent the agents.
All practical sensors with different abilities are used in the
physical layer. The mediation layer is a communication in-
terface to simplify the procedure for fetching sensor data and
controlling actuators. In the application layer, the agents in-
teract with end users and provide high-level services.

Gateway
Gateways are the managers that supervises sensors with the
following instructions.

INSERT adds a sensor profile to an unused port when a
new sensor is attached. For example, a user plugs in a mo-
tion sensor to the analog port 3, places it on the desk, and
sets its sensitivity level to 10.

INSERT PORT=”A.3” TYPE=”MOTION” SENSITIVITY=”10”

LOCATION=”DESK”

UPDATE refreshes the profiles when the physical deploy-
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ment changes. For example, a user replaces the motion sen-
sor on the analog port 3 with a sound sensor and all other
settings remain the same.

UPDATE PORT=”A.3” TYPE=”SOUND” SENSITIVITY=”10”

LOCATION=”DESK”

DELETE removes the stale profiles when sensors are bro-
ken accidentally. For example, a dog bites the sound sensor
on the analog port 3 and then the broken sensor will be re-
moved.

DELETE PORT=”A.3” TYPE=”SOUND” SENSITIVITY=”10”

LOCATION=”DESK”

READ acquires electrical signals from sensors. For exam-
ple, a user retrieves the data from the analog port 3 every 5
seconds.

READ PORT=”A.3” INTERVAL=”5000” RECEIVER=”USER”

WRITE controls the interaction with actuators in the real
world. For example, a user sends a signal to the digital port
0, and then the corresponding device will respond immedi-
ately.

WRITE PORT=”D.0” INTERVAL=”-1” RECEIVER=”Tester”

Master
Master provides two services, SELECT and SET, to search
and compose the other services on the same sensor network.

SELECT searches available services that fit the given con-
straints. For example, retrieving the agents with a motion
sensor in the living room.

SELECT NAME=”MOTION” LOCATION=”LIVING ROOM”

SET encapsulates the steps for achieving a given context or
gathering context information. For example, gathering the
luminance state on the desk every 5 seconds.

SET GOAL=”LUMINANCE” INTERVAL=”5000” LOCATION=”DESK”

Context Provider
Each context provider infers contexts from the sensor data.
For example, the motion level provider infers the status from
the given motion data.

INTERPRET MOTION=”400”

Application
Each application provides reminder or assistance to users.
For instance, the auto lighting application controls the lamp
on the ceiling according to the motion level at the desk.

SUBSCRIBE LOCATION=”CEILING,DESK”

3. IMPLEMENTATION
To demonstrate the usability of the MAPLE framework,

we build an application to lighting a lamp when the mo-
tion level in the office is high. Several different sensors are
deployed in a personal office. We integrate PL-PLAN [2]
planner into the JADE [1] platform to control sensors and
provide the instructions/services. In line 1- 2, the applica-
tion requests the motion level and the lamp state. After the
application makes a decision according to its build-in rules,
it sends a request to control the lamp in line 7.

Algorithm 1 The behavior of the auto lighting application

1: SET GOAL=”MOTIONLEVEL” INTERVAL=”1000” LOCATION=”DESK”

2: SET GOAL=”LAMPSTATE” INTERVAL=”1000” LOCATION=”CEILING”

3: while true do
4: // Receive the contexts

...
5: // Make a decision
6: if MOTIONLEVEL = HIGH and LAMPSTATE = OFF then
7: SET GOAL=”LAMP” INTERVAL=”-1” LOCATION=”CEILING”

8: end if
9: end while

4. CONCLUSION
Sensor network programming is a very challenging task

because application developers need to design not only the
sensor deployment but also their control strategies. In this
paper, we propose the MAPLE framework to simplify the
programming effort. It defines different agent roles to pro-
vide a variety of services in sensor networks, such as sensor
management and context inference. Therefore, application
developers can leverage the available services to design ap-
plications without worrying about the hardware. To sum-
marize, MAPLE can not only manage dynamic sensor net-
works but also help application developers reuse the services
in sensor networks.
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ABSTRACT
We extend a recent formalization of multi-agent plan recog-
nition (MAPR), to accommodate compact multi-agent plan
libraries in the form of context free grammars (CFG), in-
complete plan executions, and uncertainty in the observa-
tion trace. Some existing approaches for single agent plan
recognition cast it as a problem of parsing a single agent
activity trace. With the help of our multi-agent CFG, we
do the same for MAPR. However, known hardness results
from multi-agent plan recognition constrain our options for
efficient parsing, but we claim that static teams are a neces-
sary (though not sufficient) condition for polynomial pars-
ing. The necessity is supported by the fact that MAPR
becomes NP-complete when teams can change dynamically.
For sufficiency, we impose additional restrictions and claim
that if the social structure among the agents is of certain
types, then polynomial time parsing is possible.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—Multiagent Systems

General Terms
Algorithms, Theory, Performance

Keywords
Plan recognition, Modeling other agents

1. INTRODUCTION
Multi-agent plan recognition (MAPR) refers to the prob-

lem of explaining the observed behavior of multiple agents
by identifying the (dynamic) team-structures and the team
plans (based on a given plan library) being executed, as well
as predicting their future behavior. Applications of MAPR
range from monitoring and surveillance, to automated sports
commentary, to assistive technologies. Recently, Banerjee
et. al. introduced a formal model for MAPR and used it to
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investigate the complexity of its simplest setting [1]. Zhuo
and Li advanced this model to address missing observations
in the activity traces as well as incompleteness of the plan
library [5]. However, these models assume that the plan
library is presented in an uncompact and non-hierarchical
form, in particular as a set of team plans where each plan is
a matrix of a fixed number of steps. Moreover, these mod-
els do not handle uncertainty in the observation trace in a
general manner.

We have refined existing models from [1, 5] to make three
important generalizations: allow compact, hierarchical, non-
trivial plan libraries that correspond to infinite languages as
opposed to the finite language in [1, 5], allow incomplete plan
executions, and allow traces to be uncertain. Typically for
plan recognition with single agents, a plan library is given in
a compact hierarchical form, such as an HTN [2]. We have
developed polynomial-time algorithms for a less expressive
plan library, viz., context free grammars (CFGs) which in-
corporates some desirable features of HTN, e.g., recursive-
ness and hierarchies. This advances previous formalization
in [1, 5] which accommodated none of these desirable fea-
tures. Results from single agent plan recognition have shown
that as long as partial ordering of plan steps is not allowed
in the grammar, activity strings can be parsed in polynomial
time [4]. However, even with the multi-agent CFG (i.e., with
no partial ordering), MAPR would still be hard unless ad-
ditional constraints are imposed. We identify specific types
of social structures with static teams as such constraints.

In [5], missing steps in the trace as well as in the plan
library were allowed. In constrast, assuming Σ to be the
set of all possible observable activities, we model a missing
observation as a uniform distribution over Σ to enunciate
complete uncertainty. Unlike [5], this also allows for a vary-
ing degree of uncertainty on other observations that are not
missed. A missing step in a plan is modeled as a don’t care
(∗), similar to [5]. We include noop ∈ Σ (i.e., “no operation”)
for cases when an agent is idling, which is often required for
coordination among teammates. The CFG plan library is
constructed in the same manner as [3, 4], except that each
terminal activity represents a vector of activitites for the
members of a team rather than a single agent.

2. ILLUSTRATIVE EXAMPLE
Figure 1 shows an illustrative example of the MAPR prob-

lem. The input is a (n =3)-agent trace, T , that shows their
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Input trace

Steps Agent activities
Agent 1 Agent 2 Agent 3

1 guard collect threaten
2 guard collect threaten
3 guard collect threaten
4 ride drive ride
5 ride drive ride
6 ride drive ride

Plan library

Plan: P 2
1 (2-agent Money Pickup)

P 2
1 → 〈collect, guard〉Q2

1

Q2
1 → 〈collect, guard〉Q2

1|〈drive, ride〉Q2
2

Q2
2 → 〈drive, ride〉Q2

2|ǫ
Plan: P 3

1 (3-agent Bank Robbery)
P 3

1 → 〈collect, guard, threaten〉Q3
1

Q3
1 → 〈collect, guard, threaten〉Q3

1|〈drive, ride, ride〉Q3
2

Q3
2 → 〈drive, ride, ride〉Q3

2|ǫ

Figure 1: Illustrative example of MAPR with a CFG plan library.

recognized activities for (T = 6) steps, where n is the num-
ber of agents and T is the observation horizon. Suppose

Σ = {collect, guard, threaten, drive, ride, noop},

and each activity in T is associated with likelihood 1 − δ,
with the probability that each could be some other activity
in Σ being δ/5, for some small δ > 0. The input also contains
the CFG shown in Figure 1(right) as the plan library.

Given the CFG plan library and the trace, the activities
of agents 2 and 1 (in that order) could be parsed as fitting
plan P 2

1 (2-agent money pickup in an armored car) with a
high probability. However, activities of agents 2, 1, and 3 (in
that order) might also be parsed as fitting plan P 3

1 (3-agent
bank robbery) with a high probability. As in [1, 5], this am-
biguity is resolved by noting that if the first hypothesis is
accepted then it would be difficult to explain the activity of
the remaining agent 3, and any explanation (provided there
are other plans in the library that can explain agent 3’s ac-
tions) could have a very low probability. In other words, the
trace does not partition well. On the other hand, accepting
the second hypothesis explains all agents’ activities with a
high probability. This also illustrates the power of parti-
tioning the trace. Since money pickup is a more commonly
observed plan, it has a high prior likelihood compared to
bank robbery. Thus, if partitioning was not required and
we were allowed to leave some activities unexplained, then
bank robbery would be consistently missed.

3. MAIN CONTRIBUTIONS
Due to space limitation, we highlight the main contribu-

tions of our work.

• We have formally extended the definition of an oc-
currence [1, 5] to account for plans whose executions
have not been completed by the observation horizon
T . Such occurrences are called partial occurrences. As
a consequence of the partiality of occurrences, we have
also adapted the formal definitions of notions of con-
flict of (complete/partial) occurrences (i.e., hypotheses
competing to explain some observations), and the def-
inition of MAPR as a partition of the trace (T ) into
complete or partial occurrences such that partial oc-
currences can only end at step T . In order for such a
solution concept to apply, we have extended the closed
world assumptions of [3] for multi-agent systems enun-
ciating that every team-member of a team plan are
observed.

• We have specified an algorithm (Parser) that extends
Villain’s Earley parser, for the determination of the
maximum likelihood parse of a certain set of columns

of the trace, T . That is, given a team hypothesis,
the parser yields the most likely sequence of high-level
plans that the team might be executing. This algo-
rithm has complexity O(s2.5G2t3), where s is the size
of the hypothesized team, G is the size of the grammar,
and t is the number of steps explained.

• We have revisited the notion of social structures that
was used in the past to facilitate team hypotheses for-
mation for MAPR. Instead of the hierarchical decom-
position of teams into subteams, as done in the past,
our notion of social structures captures the actual hi-
erarchical organization of the agents. We allow teams
to form only along paths in the social structure graph.

• Using Parser as a subroutine, we have formally proved
that MAPR can be solved in polynomial time when
the social structure graph is a star, a path, or a tree
of bounded depth, and the teams are static.

• We have formally proved that when the team struc-
tures can vary with time, then MAPR is NP-complete
even when the social stucture graph is as simple as
a path. This proof is based on a reduction from the
rectangular tiling problem (RTILE). Together with the
previous result, this means that the staticity of teams
is a necessary, but insufficient condition for the polyno-
mial solvability of MAPR. Furthermore, social struc-
ture graphs such as star, path and trees, impose addi-
tional structure that turn out to be sufficient for poly-
nomial solvability, in conjunction with static teams.
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Agent solutions to programming problems are often based on
the Belief-Desire-Intention (BDI) paradigm [12]. Beliefs represent
what the agent believes to be the current state of the world. Desires
specify the proactive behaviour of the agent, in that the agent works
to make these true. Often desires can be mutually exclusive or con-
tradictory, requiring the agent to select from among them, and so
BDI implementations often use goals, which can be thought of as
desires with some restrictions on them (such as requiring goals to
be consistent, feasible and not yet achieved). There can be several
types of goals, including achievement goals, whcih are dropped
once they have been achieved, and maintenance goals, which are
continually monitored, even when currenlty true. Intentions are
plans of action that the agent has committed to to achieve its cur-
rent goals. Often there are many ways to achieve a set of goals
that the agent is working on, implying the need for a mechanism to
choose between them.

Implementations of BDI systems are usually based around an
observe-think-act cycle, in which an agent will observe the current
environment, which may have changed since the last observation,
determine which goals it should be pursuing and what plans should
be used to achieve them, and choose a particular action to perform.
Note that while the number of actions performed in the act phase is
not specified, it is intended to be relatively small, so that the agent
will be able to detect changes in the environment (which is only
done in the observe phase) and respond to them within an appropri-
ate amount of time. Hence a fundamental feature of BDI systems is
the manner in which they provide both proactive (or goal-directed)
and reactive behaviour.

In this paper, we consider how we may adapt existing logical in-
ference techniques to implement a BDI architecture. Using logic as
a basis for the architecture will mean that we can develop methods
for formal analysis of agent systems via logical inference, as well
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as being able to exploit existing automated reasoning technologies
to develop applications. In particular, we will investigate the use
of linear logic [4] for such systems. Linear logic has the poten-
tial to offer many advantages in the agent context over other logics
due to its resource-oriented nature. Linear logic is able to specify
actions cleanly and intuitively [9], can effectively express resource
oriented problems and has a native notion of concurrency appro-
priate for agent architectures. Linear logic has also been recently
applied to agent negotiation [11], and adaptive narratives [1]. This
suggests that there is significant potential for the development of
BDI agents based on linear logic, for which there are existing logic
programming languages such as Lygon [5].

Our BDI agent architecture is based on Lygon technology. This
means that we proceed in a bottom-up manner, commencing with
what can be readily implemented in Lygon, identifying where ex-
tensions are needed, adding these to Lygon and eventually devel-
oping a BDI deliberation cycle. This has been implemented and
applied to various problems (including the gold mining problem
used in the CLIMA agent programming contest1). Our focus is
hence not so much on the design of (yet another) agent program-
ming language, nor on the formal analysis of such a language, but
on the similarities and differences between what is provided in lin-
ear logic programming languages such as Lygon and what is re-
quired by a BDI agent architecture. Once this is done, we intend
to use our implementation experience to develop both appropriate
language features and a formal analysis of their properties.

We have developed and implemented a forward-chaining infer-
ence mechanism to complement Lygon’s existing backward-chaining,
in order to provide a natural mechanism for reactive behaviour.
This combination turns out to be a simple but effective technique
for proactive checking of maintenance goals [3] in a generic man-
ner. We have implemented these techniques in Lygon and have
developed and tested a number of applications.

The requirement for an agent to use a combination of both proac-
tive and reactive behaviour corresponds in automated reasoning to a
combination of both backward-chaining and forward-chaining in-
ference [6, 2, 8]. Backward-chaining involves reasoning backwards
from a goal towards known truths, whereas forward-chaining in-
volves using what is known to be true to infer new results. Har-
land and Winikoff [7] have proposed a BDI system based on linear
logic, in which the proactive behaviour of the agent is provided by
backward-chaining methods and the reactive behaviour of the agent
is provided by forward-chaining methods. In terms of the BDI
cycle, this means that the think phase would be implemented by
backward-chaining techniques and the act and observe phases by
forward-chaining ones. Backward-chaining methods have been the
basis of logic programming languages based on linear logic, such

1http://centria.di.fct.unl.pt/~clima
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as Lygon [5]. Forward-chaining methods have also been used[6],
and techniques to combine both methods into one system have also
been studied [2, 8]. However, there has been comparatively little
work on applying such methods in linear logic to agent systems. In
addition, the work of Harland and Winikoff was purely a design;
no precise execution method was given and no implementation was
developed.

Our first step is to extend Lygon with abductive capabilities, so
that the result of a computation is not just an answer, but is a set of
actions to be performed (possibly empty, corresponding to a “yes”)
in order to make the goal true. The abducibles, i.e. the results of
the abduction process, are constrained here to be actions.

We write actions and plans as rules in Lygon, and use backward-
chaining together with abduction to determine a set of actions that
will achieve the goal. A subtlety here that may not be immediately
apparent is that there is a need to specify sequences of goals, i.e.
goals and actions that must be performed in a particular order. For
example, a robot vacuum cleaner that needs to move to a particu-
lar room before cleaning it will require the move action to be done
before the cleaning one, as a post-condition of the move action is a
pre-condition of the next action. Moreover, it is common for plans
to require that a particular set of actions be performed in a spe-
cific order, sometimes intermixed with subgoals. This means that
to implement a BDI-style system, we need to be able to specify a
sequential order in which actions, plans and goals are to be exe-
cuted or achieved. This is nothing more or less than a reflection
of the fact that the actions required to achieve a particular goal are
usually constrained to work in a particular sequence.

Unfortunately there is no (simple) way to use existing Lygon
connectives to do this. One possibility is to use *, which does
something related, but as discussed by Winikoff [13], this does not
work, as * can only distribute existing resources. Given a goal
G1 ∗G2 any new information generated in the solution of G1 (and
in particular the postconditions of an executed action) cannot be
passed onto G2. Using G1#G2 does allow this, but does not re-
strict the computation ofG1 to be performed beforeG2 (and in fact
allows both goals to be pursued concurrently). Another possibility
is to use the “continuation-passing style” mechanism proposed by
Winikoff, which adds a continuation argument to each rule, and
splits each rule into a number of rules. However, this is unwieldy,
and the number of rules can potentially grow very large and hence
difficult to maintain, especially due to the recursive nesting of rules
that is required.

Hence we introduce a new connective>> (read ‘then’), in order
to succinctly state what is required. Intuitively, an agent wanting to
sequentially achieve goals G1 and G2 will first perform actions to
achieve G1, and, having noted the updates to the world that these
actions have made, make plans for achieving G2 from that updated
world. Hence a program and goal P,G1 >> G2 results in the pro-
gram and goal P1, G2 where P1 is the result of actions A1 which
convert P to P1 and for which P1 ` G1.

The >> mechanism makes it straightforward to specify agent
behaviours. It also seems intuitively simple, although it in some
ways combines both forward- and backward-chaining. Consider
a program P0 and the goal G1 >> G2 >> . . . >> Gn. This
asks the agent system to find, if possible, actions A1, A2 . . . An

such that Pi−1
Ai7−→ Pi (i.e. the actions Ai will convert Pi−1 to

Pi) and Pi ` Gi. If at any point, such an Ai cannot be found,
backtracking occurs to see if some alternatives can be found for
earlier goals (meaning that there can be many such Ai for each
Gi). In other words, solving for each goalGi results in a backward-
chaining computation to find Ai, and the results of each action are
propagated forwards to the next goal.

The mechanisms that have been discussed in this paper have been
implemented in an extended version of Lygon. Our extensions to
Lygon have added around 1100 lines (of sparsely arranged and duly
commented code) to the original Lygon interpreter of 720 lines.

We believe that our experiments show that this approach has
been an effective way to develop BDI agents. One of the more
pleasing artefacts of the implemented agent extensions was the rel-
atively straightforward means by which proactive constraints could
be implemented. Proactive constraints provide an extremely pow-
erful mechanism for arbitrarily restricting agent behaviours in an
intuitive way. The constraint mechanism effectively implements
many of the ideals proposed by Duff at al. [3] for proactive main-
tenance goals in an agent context.

For future work, the precise relationship between the >> opera-
tor and the increasingly sophisticated proof-theoretic combinations
of backward- and forward-chaining [2, 8] requires further investi-
gation. The definition of the >> operator itself is in some sense
orthogonal to the issues of backward- and forward-chaining, but
the way in which it is used in agent programs seems to imply that
further analysis will be rewarding. Given that G1 >> G2 spec-
ifies a particular order in which G1 and G2 must be used, non-
commutative versions of linear logic may be an appropriate starting
point [10]. The key technical issue is finding an appropriate inter-
action between the non-commutative connective >> and the other
commutative connectives, as distinct from having only commuta-
tive or non-commutative properties alone.

Another aspect of future work is to incorporate maintenance goals
into the planning mechanism. This would mean that the generation
of actions would also include the possibility to generate actions
designed to restore maintenance goals after a predicated violation.
Hence rather than just avoid situations where violations occur, the
agent can take actions to recover from violations.
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1. INTRODUCTION
Deadlocks may occur in many multi-agent environments

and in various contexts. In particular, deadlock is a com-
mon problem in multiprocessing where many processes share
a specific type of mutually exclusive resource. As such, the
problem has received much attention in Operating Systems
and Databases literature, resulting in various mechanisms
for avoiding, detecting and recovering from deadlock situ-
ations. Recent advances in deadlock research extend the
deadlock model to distributed environments. Here, dead-
locks are harder to manage since none of the participating
agents have a full knowledge of the entire system. Conse-
quently, a number of approaches were pursued for handling
deadlocks in distributed systems. Still, all these studies as-
sume that agents are cooperative and follow a dictated dead-
lock resolution protocol.

Nevertheless, in many deadlock situations occurring in
multi-agent systems, agents are self-interested and a cooper-
ative resolution scheme cannot be enforced. This situation
is also likely to hold in future virtual environments where
agents migrate between different platforms, communicating
and negotiating with other agents autonomously, without
the mediation of the hosting platform. In such environ-
ments, deadlocks can be resolved only if an agent willingly
retracts from its deadlock-related requirements. The prob-
lem becomes even more complex if the agents are not fully
rational or are pre-programmed with various deadlock han-
dling logic. In this case, each individual agent needs to be
incentivized to comply with the required behavior. Here,
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the vast deadlock management solutions designed for coop-
erative and fully rational agents may become irrelevant.

Game-Theory principles can be applied to construct a sim-
ple stable distributed solution to the problem which guaran-
tees immediate deadlock resolution. While game-theoretic
approaches are widely used in studying MAS conflict situ-
ations, there is extensive evidence in literature for the fail-
ure of such approaches where the main players are people
or bounded rational agents [1]. On the other hand, there
are works that report the successful use of game-theoretic
approaches, in particular in repeated interaction domains
[2]. Therefore, the success of such approaches in the dead-
lock domain is a priori inconclusive. In this paper we re-
port the results of an experiment testing the effectiveness of
a Game-Theoretic approach to the problem of distributed
deadlock resolution of autonomous self-interested partially-
rational agents. This is a part of an ongoing research aimed
at studying distributed deadlock resolution in such settings
and designing a restructuring heuristic that changes the in-
put that each agent receives as a means for affecting the
agents’ decisions to better align with the desired solution.

2. THE DEADLOCK MODEL
This paper considers the standard Coffman deadlock model,

commonly found in Operating Systems literature. The sys-
tem is in a deadlock state if a circular chainA = {A1, ..., AN , A1}
of agents exists, where each agent Ai ∈ A attempts to ac-
quire a resource held by agent Ai+1 (A1, in case i = N) in
order to proceed with its execution.

Each agent Ai is associated with a processing time tAi ,
the time it needs to use the resource it requests from Ai+1

before releasing the resource that Ai−1 is waiting for. Each
agent can also willingly release the resource it holds (opt
out) at any time. In such case the agent needs to acquire
both the resource released (now held by the previous agent
in the chain) and the resource it was waiting for (held by the
next agent) in order to proceed with its task. We assume
that resources are acquired as soon as they are available.

We assume the existence of a central entity (e.g., oper-
ating system) that receives demands for resources and ex-
pected processing times and identifies deadlocks as they oc-
cur. The central entity supplies system-related information
to the agents, though it cannot preempt the agents’ hold
on resources or enforce any particular behavior. In particu-
lar, since agents in a MAS can block their regular operation
for various reasons, we assume that the system informs the
agents once they are actually in a deadlock and supplies
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them with the deadlock description. This latter information
includes the number of agents in the deadlock and their pro-
cessing times. The agents are assumed to be homogeneous
in the sense that each agent has an equal chance of being the
i-th agent in any deadlock and its processing time is drawn
from a common distribution of values. An agent’s strategy
is thus the mapping S : A → t, where t is the time since
the deadlock is first reported to the agent until the agent
opts out. The agents are assumed to be self-interested and
their goal is to minimize the time it takes to complete their
task. Since no agent has control over its own processing
time, this goal is equivalent to minimizing its overall wait-
ing time. From the system’s point of view, the goal is to
minimize the average waiting time of the agents.

3. ANALYSIS
In this section we develop the dominant Nash-Strategy for

the problem. For exposition purposes, we use Asub(Ai, Aj)
to represent the subchain of agents in A positioned between
Ai and Aj . Also, WLOG, the deadlock is taken to be formed
at time t = 0. Once an agent Ai ∈ A opts out, the dead-
lock is resolved. In this case, agent Ai will need to wait∑
k 6=i tAk , while any other agent Aj will wait a time equal

to the total processing times of all the agents along the sub-
chain Asub(Aj , Ai) (formally given by

∑
Ak∈Asub(Aj ,Ai) tAk ).

Notice that once the deadlock is resolved by agent Ai, no
agent Aj 6= Ai can reduce the time it needs to wait by opt-
ing out as well. This is because opting out will not affect
the time that any of the agents in Asub(Aj , Ai) will need to
wait until gaining a hold of the resource they requested.

From the system’s point of view, regardless of the identity
of the agent to opt out first, the optimum is achieved at
t = 0. This is because all agents necessarily gain from an
earlier deadlock resolution, given that all other parameters
are fixed. If the deadlock is resolved by agent Ai ∈ A at
time t = 0, then the average waiting time is given by:

1

N

(∑

j 6=i

∑

Ak∈Asub(Aj ,Ai)
tAk +

∑

k 6=i
tAk

)
(1)

A lower bound for the expected average waiting time is
obtained when agent Ai, for which Equation 1 is minimized,
opts out at time t = 0. This solution can theoretically be
achieved when each agent checks whether it is the agent
to minimize Equation 1, and if so, opting out at t = 0.
This solution can also be extended to the dominant Nash-
Strategy when each agent waits indefinitely if it is not the
agent that minimizes Equation 1. In such a case, none of
the agents have an incentive to deviate from its strategy.
Since none of the other agents ever opt out, the agent that
is supposed to opt out at t = 0 will do better if it sticks
with this strategy. Opting out at t > 0 is dominated by
opting out at t = 0 for this agent and never opting out will
necessarily result with an infinite waiting time. As for the
other agents, since the deadlock is supposed to be resolved
at time t = 0, none of them will have an incentive to deviate
to a different strategy. In fact, based on the same argument,
any protocol according to which one of the agents is selected
to opt out by an external event (e.g., having the shortest or
longest processing time) while none of the other agents ever
opt out is in equilibrium.

4. EXPERIMENTS AND RESULTS
To enable the simulation of distributed deadlocks, we de-

veloped a system that simulates Coffman deadlocks. Agents
in the system are put in a deadlock upon instantiation. The

sole functionality of each agent is deciding whether to opt
out of the deadlock based on the deadlock description and
the time elapsed. The experiment was carried out with 28
agents programmed by computer science students in a core
Operating Systems course. The goal set for the agents was
to minimize their expected waiting time throughout the ex-
periment. The students were given a detailed explanation
about the game-theoretic-based solution to the problem. To
simplify coding and assure that a deviation from the equi-
librium strategy will not be a result of implementation bugs
or difficulty, it was decided that the agent with the longest
processing time in each deadlock will be the one to opt out.
The drawbacks of deviating from this strategy, assuming ev-
eryone else is using it, were fully discussed and detailed in
the task description. It was suggested that the students use
this strategy, though it was made clear to them that there
is no centralized mechanism enforcing it. In order to make
the evaluation as realistic as possible, the experiment took
place over the course of a few weeks, allowing the students
to revise their strategies based on the results of thousands of
deadlocks in which their agents participated. This process
of repeated strategy updates and evaluations of performance
was carried out until a week elapsed without any change
made to the agents’ strategies. The agents stored in the
system at the end were considered the steady-state strate-
gies. Deadlocks were generated automatically and randomly
assigned with agents. The number of agents participating
in each deadlock was uniformly drawn from a range of 2-10.
The processing times were drawn from an Erlang distribu-
tion, which is the typical distribution of CPU burst times in
operating systems, with parameters λ = 0.01 and k = 1.5
(yielding a mean of 150). Once an agent opted out, the sys-
tem terminated and the waiting times of all the agents in
the deadlock were calculated.

The results indicate that none of the subjects initially
implemented the Nash-Strategy fully. Only 18 percent of
the students have implemented the Nash-Strategy with an
empty threat, by opting out after a constant time in dead-
locks in which their agent is not the one with the longest
processing time. The analysis of the steady-state set of dis-
tributions revealed that not only has no one changed her
strategy to the game-theoretic one, even the number of par-
tial implementations of the type described above decreased
to only 3 percent of the strategies. In addition, the system’s
average waiting time in the steady-state was worse compared
to the average obtained with the initial set of strategies.

The results demonstrate the failure of the Game-Theoretic
approach in the distributed setting with self-interested bounded-
rational agents. The main implication is that other ap-
proaches, such as input restructuring, should be considered
for such settings.
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ABSTRACT
We investigate symbolic approaches to Bounded Model Checking
(BMC) for the Linear Temporal Logic extended with epistemic
components (LTLK), interpreted over Interleaved Interpreted Sys-
tems. We propose two BMC translations for LTLK - one is based
on SAT and the other is based on BDD - which we have imple-
mented and tested on several benchmarks. We report on our exper-
imental results that reveal advantages and disadvantages of SAT-
versus BDD-based BMC for LTLK.
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1. INTRODUCTION
Several approaches based on model checking [1] have been put

forward for verification of multi-agent systems (MAS) [2, 8, 9].
Typically, they employ combinations of epistemic logic with branch-
ing or linear temporal logic. Some approaches reduce the verifica-
tion problem to the one for plain temporal logic, while others treat
typical MAS modalities such as (distributed, common) knowledge
as first-class citizens and introduce novel algorithms for them.

In an attempt to alleviate the state-space explosion problem (i.e.,
an exponential growth of the system state space with the number of
the agents) two main BMC approaches have been proposed, based
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on either BDDs [3] or SAT [8]. However, these approaches deal
with the properties expressed in CTLK (i.e., CTL extended the with
epistemic component) only.

In this short paper we aim at completing the picture of apply-
ing mathods based on the BMC symbolic verification to MAS by
looking at the existential part of LTLK (i.e., ELTLK) interpreted
on interleaved interpreted systems (IIS) [6]. IIS are a special class
of interpreted systems (IS) in which only one action at a time is
performed in a global transition. Our original contribution con-
sists in defining two novel model checking methods for LTLK,
namely a SAT- and BDD-based BMC. The methods have been im-
plemented, tested, and compared with each other as well as with
the tool MCK [2] on three benchmarks for MAS. Our experimental
results reveal advantages and disadvantages of SAT- versus BDD-
based BMC for LTLK on MAS, which are consistent with compar-
isons for temporal logics. Although our methods are described for
IIS, they can be applied to IS as well, which we will show in our
future paper.

2. BMC FOR ELTLK
Our SAT- and BDD-based BMC methods for ELTLK are, to our

best knowledge, the first ones formally presented in the literature;
the manual for MCK states that the tool supports SAT-based BMC
for CTL∗K. Unfortunately, no theory behind this implementation
has ever been published.

Let M be a model for a given IIS, ϕ - an ELTLK formula,
and k ≥ 0 - a bound. The problem of checking whether M is
a model for ϕ can be translated to the problem of checking the
satisfiability of the following propositional formula: [M,ϕ]k :=
[Mϕ,ι]k ∧ [ϕ]M,k. The formula [Mϕ,ι]k constrains the finite
number of symbolic k-paths to be valid k-paths of M , while the
formula [ϕ]M,k encodes a number of constraints that must be satis-
fied on these sets of k-paths for ϕ to be satisfied. Once this transla-
tion is defined, checking satisfiability of an ELTLK formula can be
done by means of a SAT-solver. In the case of the BDD-based ap-
proach we reduce the ELTLK model checking problem to the prob-
lem of the ELTL model checking. When processing the verified
LTLK formula, the states of the model are labelled with the sub-
formulae that hold in these states. This approach is similar to the
approach proposed for CTL∗ [1]. To perform BMC using BDDs we
interleave the fixed-point computation of the reachable states with
executions of the state-labelling procedure for ELTLK. For details
details we refer the reader to [7] and [10].

3. EXPERIMENTAL RESULTS
We consider three benchmarks for which we give performance

evaluation of our two BMC algorithms and the BMC algorithm of
MCK for the verification of several properties expressed in ELTLK.
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The tests have been performed on a computer with Intel Xeon
2 GHz processor and 4 GB of RAM, running Linux 2.6, with the
default limits of 2 GB of memory and 2000 seconds of time. For
every benchmark, each specification is given in the universal form,
for which we verify the corresponding counterexample formula,
i.e., the formula which is negated and interpreted existentially.

The presented approaches have been implemented as prototype
modules of the tool VerICS [5]. All the benchmarks can be found at
http://verics.ipipan.waw.pl/bmcLTLK.zip, together
with instructions how to repeat our experiments.

Faulty Generic Pipeline Paradigm (FGPP) consists of Pro-
ducer, Consumer, and a chain of n intermediate Nodes transmitting
data, together with a chain of n Alarms enabled when some error
occurs. We consider the following specifications:
ϕ1 = G(ProdSend→ KCKPConsReady),
ϕ2 = G(Problemn → (FRepairn ∨GAlarmnSend)),
ϕ3 =

∧n
i=1 G(Problemi → (FRepairi ∨GAlarmiSend)),

ϕ4 =
∧n
i=1 GKP (Problemi → (FRepairi∨GAlarmiSend)).

A faulty train controller system (FTC) consists of a controller
and n trains (for n ≥ 2), one of which is dysfunctional. We con-
sider the following specifications:
ϕ1 = G(InTunnel1 → KTrain1(

∧n
i=2 ¬InTunneli)),

ϕ2 = G(KTrain1

∧n
i=1,j=2,i<j ¬(InTunneli∧InTunnelj)).

Dining Cryptographers (DC) is a scalable anonymity protocol,
which has been formalised and analysed in many works. Here we
assume the formalisation of DC in terms of a network of automata
[4], and we consider the following specifications:
ϕ1 = G(odd ∧ ¬paid1 →

∨n
i=2 K1(paidi)),

ϕ2 = G(¬paid1 → K1(
∨n
i=2 paidi)),

ϕ3 = G(odd→ C{1,...,n}¬(
∨n
i=1 paidi)).

Performance evaluation. An important difference in perfor-
mance between the SAT- and BDD-based BMC reveals itself in
the FTC benchmark, where the BDD-based method performs much
better in terms of the total time and memory consumption. In the
case of FGPP, BDD-BMC is still more efficient, but the difference
is not that significant. Our SAT-based BMC significantly outper-
forms the BDD-based BMC for ϕ2 of DC: SAT-BMC has com-
puted the results for 3500 cryptographers, whereas BDD-BMC for
41. The reason is that there are at most two symbolic k-paths, and
the length of the counterexamples is constant. This is also the case
for ϕ3 of FGPP. The efficiency of BDD-BMC improves for the
formula ϕ4 of FGPP comparing to ϕ3, although they are similar.
The reason is the presence of the knowledge operator that causes
the partitioning of the problem to several smaller ELTL verification
problems, which are handled much better by the implementation of
the operations on BDDs. A noticeable superiority of SAT-BMC for
ϕ2 of DC follows from the long encoding times of the BDD for the
transition relation. The reordering of the BDD variables does not
cause any change of the performance in the case of FGPP and FTC,
but for DC it reduces the memory consumption. This means that
the fixed interleaving order we used can often be considered opti-
mal, but the loss in the verification time to reorder the variables,
in favour of reducing memory consumption, is also not significant
and is often worth the tradeoff. In the case of ϕ3 for DC, SAT-
BMC was remarkably inferior to BDD-BMC, i.e., SAT-BMC man-
aged to compute the results only for 3 cryptographers in the time of
5400 seconds, whereas BDD-BMC managed to compute the results
for 17 cryptographers. This follows from the fact that ϕ3 contains
the common knowledge operator, which requires many symbolic
k-paths to be analysed. For ϕ1 of DC, our BDD-BMC has com-
puted the results for 14 cryptographers, outperforming SAT-BMC
(4 cryptographers). In most cases, BDD-BMC spends a consider-
able amount of time on encoding the system, whereas SAT-BMC

on verifying the formula. Therefore, BDD-BMC may provide ad-
ditional time gains when verifying multiple specifications of the
same system.

We have compared MCK with our methods for the cases where
the lengths of counterexamples scale correspondingly, thus min-
imising the factor played by different semantics. The comparison
shows that for FGPP and FTC our methods are superior to MCK
for all the tested formulae (sometimes by several orders of magni-
tude). There could be several reasons for this. While our approach
is especially optimised for LTLK, it is likely that MCK treats LTLK
formulae as CTL∗K formulae, for which the translation is typically
much less efficient. MCK consumes all the available memory even
when formulae are surprisingly small (approx. 106 clauses and 105

variables) compared to those successfully tested in our SAT-BMC
experiments (more than 108 clauses and variables in some cases).
However, it should be noted that MCK implements different se-
mantics of MAS, in which agents can perform independent actions
simultaneously in a single step of the protocol, what may result in
different counterexamples than given by IIS. This is the case of the
DC benchmark, where MCK can profit from the strong locality and
produces counterexamples of constant length, independently of the
number of cryptographers, for all the formulae, being able to ver-
ify 15, 32, and 14 cryptographers for ϕ1, ϕ2, and ϕ3, respectively.
Using our approaches, we could verify, respectively, 14 cryptog-
raphers (BDD-BMC), 3500 (SAT-BMC), and 41 (BDD-BMC). We
can conclude from our analysis that the BDD- and SAT-based BMC
approches remain complementary and none of them is clearly su-
perior in general, whereas in most cases MCK seems to be inferior
to our BMC approaches.

4. REFERENCES
[1] E. Clarke, O. Grumberg, and D. Peled. Model Checking. MIT

Press, 1999.
[2] P. Gammie and R. Meyden. MCK: Model checking the logic

of knowledge. In Proc. of CAV’04, volume 3114 of LNCS, pp.
479–483. Springer-Verlag, 2004.

[3] A. Jones and A. Lomuscio. A BDD-based BMC approach for
the verification of multi-agent systems. In Proc. of CS&P’09,
volume 1, pp. 253–264. Warsaw University, 2009.

[4] M. Kacprzak, A. Lomuscio, A. Niewiadomski, W. Penczek,
F. Raimondi, and M. Szreter. Comparing BDD and SAT based
techniques for model checking Chaum’s dining crypto-
graphers protocol. Fundam. Inform., 72(1-2):215–234, 2006.

[5] M. Kacprzak, W. Nabiałek, A. Niewiadomski, W. Penczek, A.
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1. INTRODUCTION
This year AAMAS conference introduced a perspective

track for“papers that analyze in some way the agent research
community”. The aim of this track is to understand what
the trends are in agent research and foresee possible future
directions. Instead of looking at where the agent community
is going in an emergent way analyzing numerical trends, with
this article we want to suggest where agent research could
go but is not yet going. We are of the opinion that in the
agent research community most of the current trends orig-
inate from the translation of particular concepts – mostly
from analytic philosophy – which are only a particular west-
ern way to look at philosophy and agents. With this article
we want to suggest that other paths originating from philos-
ophy could be taken into account in order to create different
directions in agent design.

2. THE ROLE OF IDENTITY: FROM PHI-
LOSOPHY TO AGENT DESIGN

Analyzing current trends in agents design we observed
that while trying to model and reproduce humans and so-
cieties, agent design mostly does not use a structured con-
struction of the identity concept. In the rest of this pa-
per we will support this position analyzing the identity con-
cept, paralleling agent design and contemporary philosophi-
cal assumptions about the concepts of uniqueness, body and
mind.

2.1 The concept of uniqueness
There is almost no debate about uniqueness in agent de-

sign. More generally uniqueness is in essence an issue for
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computer science. Any data can be copied and replicated
with an absolute guarantee of ending up with two exact sim-
ilar objects. This interesting property prevented researchers
from really tackling such an issue. As a result a certain part
of agent design seems to work on a “Universal Agent”, deriv-
ing from a “Universal Man” theory from the philosophy of
Plato and the republican ideals of equality, which in essence
does not need a structured uniqueness to be implemented.
In Multi-Agent System (MAS) identity is mainly structured
from the point of view of the role of the agents. MAS usually
put a multitude of agents together in order to accomplish a
certain global task or to have a certain global behavior. This
means that even if agents do not act exactly the same in a
local way, they often originate from the same piece of code
that takes into account some predefined interactions with
their peers.

However, while computer science seems not to care about
uniqueness, in the 1970s Maturana and Varela addressed
the complex problem of autonomy, knowledge and identity
in biology [9]. They characterized living organisms by coin-
ing the concept of autopoiesis which is defined as a complex
incessant process of self-production of the system by itself,
replacing its components to compensate for continuous ex-
ternal disturbances. In short an autopoietic system can be
seen as a homeostatic system whose invariant principle is its
own organization (seen as the network of relationships that
defines it). Therefore in this context uniqueness may be de-
fined as this historical coupling, i.e. the historical adaptive
activity of the structure in order to fit the organization. The
autopoiesis theory has inspired some scholars in the artifi-
cial life and agent design domains such as [4, 3, 13], but it
remains generally too few addressed.

In the same way psychology has discussed the concept
of uniqueness from its very beginning. In the ’60s, Piaget
led the constructivist movement promoting the vision that
every individual has the ability to hold their own reconstruc-
tion of reality. This theory of knowledge supports the fact
that identity is perpetually in construction, deriving from
our own adaptation process in direct confrontation with the
environment. This point of view will be explored a few
years further by Varela et al. and their theory of enaction
[12]. The enaction paradigm postulates the co-emergence of
both cognition and perceived world through the performa-
tive body in action in the environment. Therefore unique-
ness can only appear within a pure bottom-up mechanism.

2.2 The concept of body
Regarding the “body concept” it is very interesting to no-

tice a fundamental difference in the agent design approach
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between computer science and robotics. Indeed, while com-
puter science focused mainly on disembodied reasoning ca-
pabilities, robotics was created with the idea of body, of
physical interaction, and it is based on the experimental
principles of physics and mechanics in a very grounded man-
ner. Therefore, the advent of robotical agent design is a ma-
jor step towards the consideration of the notion of embod-
iment for intelligent agents. Three major kinds of robotic
architectures emerged : deliberative architectures [10] using
symbolism and generally organized into multiple hierarchical
layers, purely reactive architectures [6, 1] built by stacking
finite state machines without reasoning nor symbolization,
and hybrid layered architectures like [8] combining the ad-
vantages of behavioral and deliberative architectures.

Nevertheless, as Ziemke argues in [13], even if it has been
recognized for a decade that embodiment is a necessary con-
dition to characterize living organisms [11, 12] and that more
and more researchers have attempted to address this ab-
solute need for embodied cognition (in the developmental
robotics community for instance, see [2] for a recent survey),
robotics “is largely ’stuck’ in the old distinction between
hardware and software”. Cognitivist vision is still largely
dominant over a pure varelian enactive vision [13].

2.3 The concept of mind
In the 20th century problems deriving from the division

between mind and body also become evident in philoso-
phy. One of the most well-known 20th century philosoph-
ical movements is analytical philosophy. Very simply, an-
alytical philosophy is characterized by the application of a
logical method to traditional philosophical problems often
using modern formal logic and language analysis. Computer
science has deep analytical foundations, since the von Neu-
mann’s vision of cognition as logical problem solving.

Nowadays although the metaphor of the agent as a sym-
bol interpreter is always present, more complex models of
agents have been proposed. For instance, we can cite the
Belief-Desire-Intention model [5] which is a widely used more
complex model articulated around the notion of knowledge
in pure bodyless approach.

Furthermore in the same pure mind-only way, interactions
between artificial agents have been historically only com-
municational. Languages designed were nothing but logical
formalized protocol philosophically based on Austin’s and
Searle’s speech acts theories. We think this approach is
inherited from the ideas of philosophers like Wittgenstein
relayed later by the behaviorist psychology of Skinner. For
these authors the only way we can study thought is to look
at verbal behavior because, unlike in private thoughts, the
behavior can be scientifically verified. The legacy of analytic
philosophy is the vision of the mental representation.

This logical vision combined with an omniscient point of
view in agent design has shown its limits for researchers
who wanted to create more subjective and complete agent
by-passing the mind-body dualism.

3. PERSPECTIVES
In the first part of this paper we have shown that contem-

porary psychology, philosophy and even biology have inter-
esting ways of looking at the concepts of identity, unique-
ness, performance and environment as interlaced and inter-
acting. Although the problem solving vision is useful in
many ways, integrating different concepts can lead to a more

global vision about autonomous agent design. Obviously
identity is only one of the concepts that could be analyzed
and the analysis proposed in this paper makes up only a
subset of the concepts that can consist in identity. For a
more in depth analysis of the concept of identity in agent
design see [7].

Based on our analysis we suggest that agent design can
integrate the following concepts.

Uniqueness The concept of uniqueness could be very in-
teresting to integrate in agent design in a mixed en-
vironment involving virtual agents as well as human
agents in order to bond more easily with each other.

Autopoiesis The concept of autopoiesis is strictly linked
with the uniqueness one. In autopoietic systems unique-
ness may be considered as a particular trajectory of the
coupling between organization and structure.

Enaction The concept of enaction could be integrated in
agent design in order to overcome the dualism of mind/body.
Going beyond this dualism can help to create agents
which are more adaptive to unknown environments
thanks to their deep physical grounding.

At the end of this short paper we can then say that the
concepts we suggest integrating in the agent design paradigm
are nothing more than necessary steps – but not necessar-
ily sufficient – to reach the autonomy stage. However we
strongly believe that as long as the design of agents is mainly
based on analytic philosophy, we can only have an enlarge-
ment of the domain and not a paradigm shift which is at the
basis of major advances in science.
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A BST R A C T 
The data on traffic accidents clearly point to the "Black Spots", 
where the accident rate remains high in months and years. 
However, road safety research is still far from understanding why 
this certain place on a road is risky. We tackle the problem by 
developing SAFEPED, multi agent microscopic 3D simulation of 
cars’ and pedestrians’ dynamics at the black spot.  

Categories and Subject Descriptors 
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Development 
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Algorithms, Design, Reliability, Experimentation, Human Factors, 
Standardization 

K eywords 
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1. IN T R O DU C T I O N 
Police data on the number of traffic accidents clearly point to the 
"Black Spots", where the accident rate remains high in months and 
years. However, road safety research is still far from understanding 
why certain road locations are risky.  

Essentially, we lack the knowledge of how pedestrians and drivers 
interact when facing a potentially dangerous traffic situation and, 
most important, the integrated framework that relates the data on 
human behavior to the real-world traffic situations. 

So far, road safety is studies with the general purpose traffic 
simulation models extended towards including conflict statistics. 
This approach, however, is inherently limited. The dynamic road 
safety model should incorporate the variables that are critical for 
road incidents but superfluous for simulating general traffic: the 
characteristics of mechanical and functional characteristics of 
vehicles and in-vehicle systems and, especially, the rules of 
drivers’ and pedestrians’ behavior, including drivers and 
pedestrians’ awareness and reaction to each other [1].  

We present safety oriented high-resolution spatial micro-
simulation model of car and pedestrian traffic that enables direct 
simulation of the road accidents and associated risks. 

2. SA F EPE D simulation environment 
To represent the dynamic reality at the Black Spot and merge it 
with the experimental data on drivers’ and pedestrians’ behavior 
we have developed SAFEPED - Multi-agent environment for 
spatially explicit microscopic 3D simulation of the Black Spot 
dynamics. 

SAFEPED serves as a testbed for evaluating experimentally 
estimated drivers' and pedestrians' behavioral rules and estimating 
accident risks in various traffic situations. It aims at analyzing 
disadvantageous environmental design at the Black Spot and 
assessing alternative architectural solutions there.  

The major features of the SAFEPED are as follows: 
- SAFEPED agents are autonomously behaving pedestrians and 
drivers who see and estimate the 3D-movement of the other agents 
and react in response once in 0.04 sec; 
- SAFEPED agents see each other in 3D and behave based on the 
3D visibility  
- The user defines the properties and goals of movement of the 
drivers and pedestrians participating in the traffic episode; 
- The rules of agents' behavior are based and validated based on 
the analysis of video footage captured at the places of drivers-
pedestrian interaction. 

During the simulation, SAFEPED records the full life-history of 
every agent, including all crash and near-crash episodes. The user 
can analyze the crash and near-crash statistics, rewind and replay 
the simulation starting from any moment of time, observe 
accidents from various viewpoints, including the viewpoints of the 
crash participants (Figure 1). The user can also intervene into the 
model dynamics by taking control over one or more agents. To 
analyze accident risks SAFEPAD applies indicators describing the 
conflicts between traffic participants, such as Time-to-Collision 
and Post Encroachment Time [2].  

The paper presents the SAFEPED and results of investigation of 
several accident scenarios. See general view of the SAFEPAD at 
http://www.youtube.com/watch?v=ia3W8oiTVYw&feature=relate
d , formalization of visibility at 
http://www.youtube.com/watch?v=6KFcfFRElt8&feature=related,  
and illustration of traffic accident at 
http://www.youtube.com/watch?v=axWEGNetpM0  
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F igure 1. SA F EPA D traffic episode: (a) agents 
participating in the episode; (b) visibility of the other 

cars for chosen agent; (c) visibility of the other cars from 
the viewpoint of the chosen agent 
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(a) Educational Building (RGL) (b) Simulation Testbed

Figure 1: The actual research testbed at USC and our simulator

1. INTRODUCTION
Limited availability of energy resources has motivated the need

for developing efficient measures of conserving energy. Conserv-
ing energy in commercial buildings is an important goal since these
buildings consume significant amount of energy, e.g., 46.2% of
all building energy and 18.4% of total energy consumption in the
US [1]. This demonstration focuses on a novel application to be
deployed at Ralph & Goldy Lewis Hall (RGL) at the University
of Southern California as a practical research testbed to optimize
multiple competing objectives: i) energy use in the building; ii)
occupants’ comfort level; and iii) practical usage considerations.

This demonstration complements our paper in the AAMAS in-
novative applications track [4], presenting a novel multiagent build-
ing application for sustainability called SAVES (Sustainable multi-
Agent systems for optimizing Variable objectives including Energy
and Satisfaction). This writeup will provide a high-level overview
of SAVES and focus more on the proposed demonstration, but read-
ers are referred to [4] for a more technical description. SAVES pro-
vides three key contributions: (i) jointly performed with the uni-
versity facility management team, our research is based on actual
building and occupant data as well as real sensors and devices, etc.;
(ii) it focuses on non-residential buildings, where human occupants
do not have a direct financial incentive in saving energy; and (iii)
SAVES uses a novel algorithm for generating optimal BM-MDP
(Bounded parameter Multi-objective MDP) policies.

We demonstrate SAVES to show how to achieve significant en-
ergy savings and comparable average satisfaction level of occu-
pants while emphasizing the interactive aspects of our application.

2. APPLICATION DOMAIN
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Figure 1(a) shows the real testbed building (RGL) in which
SAVES is to be deployed and the floor plan of 3rd floor. This cam-
pus building has three floors in total and is composed of classrooms,
offices for faculty and staff, and conference rooms for meetings.
Each floor has a large number of rooms and zones (a set of rooms
that is controlled by specific piece of equipment). The building in-
cludes building components such as HVAC (Heating, Ventilating,
and Air Conditioning) systems, lighting systems, office electronic
devices like computers and AV equipment, and human occupants
divided into permanent (faculty, staff, researchers, etc.) and tem-
porary (students or faculty attending classes or meetings, etc.).

As an important first step in deploying SAVES in the ac-
tual building, we have constructed a realistic simulation testbed
(Figure 1(b)) based on the open-source project OpenSteer
(http://opensteer.sourceforge.net/) and validated the simulation
testbed using real building energy and occupancy data.

Our simulation considers three building component categories:
HVAC devices that control the temperature of the assigned zone,
lighting devices that control the lighting level of the room, and ap-
pliances. The energy consumption of such building components is
calculated based on various parameters designated by the ASHRAE
standard and actual energy consumption data in the testbed build-
ing. We also built two types of human occupants in our simulation
using the agent behavior framework. Permanent occupants follow
their regular schedules and temporary occupants stay in the build-
ing for classes or meetings and leave once they end. Occupants also
have a satisfaction level, modeled as a percentage between 0 (fully
dissatisfied) and 100 (fully satisfied).

In this domain, there are two types of energy-related occupant
behaviors that SAVES can influence to conserve energy use: indi-
vidual and group behaviors. Individual behaviors only affect an en-
vironment where the individual is located, and group behaviors lead
to changes in shared spaces and require negotiation with a group of
occupants.

The desired goal in the educational building is to optimize mul-
tiple criteria, i.e., achieve maximum energy savings without sacri-
ficing the comfort level of occupants.

3. APPROACH: SAVES
SAVES is composed of two types of agents: room agents and

proxy agents (Figure 2). There is a dedicated room agent per office
and conference room, in charge of reducing energy consumption
in that room. It can access sensors to retrieve room information
and energy use and impact the operation of actuators. A proxy
agent [5] is on an individual occupant’s hand-held device and it has
the corresponding occupant’s models. Proxy agents communicate
on behalf of an occupant to the room agent based on their adjustable
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Figure 2: Agents & Communication Equipment in SAVES. An agent
in SAVES sends feedback including energy use to occupants.

autonomy – when to interrupt a user and when to act autonomously.
Room agent reasoning is based on a new model called BM-

MDPs, which is one of the contributions of this research. BM-
MDPs are responsible for planning simple and complex tasks.
These tasks include negotiating with groups of individuals to re-
locate meetings to smaller rooms to save energy, negotiating with
multiple occupants of a shared office to reduce energy usage in the
form of lights or HVACs, and others. BM-MDPs must reason with
multiple objectives, but simultaneously must reason with the un-
certainty in the domain, and we ended up building BM-MDPs to
address both these challenges and requirements.

BM-MDPs are a hybrid of MO-MDPs [2] and BMDPs [3]. Sim-
ilar to BMDPs, the transition and reward functions in BM-MDPs
have closed real intervals. Whereas BMDPs are limited to optimiz-
ing a single objective case, BM-MDPs can i) optimize over multi-
ple objectives (i.e., a vector of reward functions) with ii) different
degrees of model uncertainty.

Figure 3: Energy Savings

Figure 3 shows the cu-
mulative total energy con-
sumption on the y-axis in
kWh and time on the x-axis
as obtained in our simula-
tor (Figure 1(b)). SAVES
(based on the BM-MDP
policies) achieved energy
savings of 31.27% with an
actually measured compli-
ance rate (68.18%) and up
to 42.45% with the ideal compliance rate (i.e., SAVES-IDEAL:
occupants always accept the suggestions provided by the SAVES
room agents) when compared to the manual control strategy. The
manual strategy represents the current strategy operated by the fa-
cility management team in RGL (Figure 1(a)). In addition to energy
savings, we compared the average satisfaction level of human oc-
cupants under different control strategies in the simulation testbed.
Similarly to Figure 3, SAVES reliably showed higher average sat-
isfaction level (70% or higher) than other control strategies as it
plans ahead of the schedules using BM-MDP policies.

4. DEMO
We demonstrate SAVES1 using the 3rd floor of RGL. Our demo

consists of two parts. The first part uses our verified simulation

1SAVES demo: http://www.youtube.com/watch?v=LtdbroGTFmE

testbed (Figure 1(b)) that is capable of communicating and negoti-
ating with simulated occupants in the building and participants in
the demo. The simulation environment is shown on the screen dur-
ing the entire demo so that people are aware of the situation. The
demo engages people by asking them to provide energy saving sug-
gestions: we give them the detailed data of RGL 3rd floor includ-
ing energy rates of different rooms/zones, occupants’ information,
occupants’ comfort levels, etc. Then, we ask them to make sug-
gestions to reduce energy consumption. In particular, we provide
three possible energy behaviors to participants in the demo: reduce
the temperature by X◦F in room/zone Y , dim the lighting level
to Z in room/zone A, and relocate a meeting in conference room
B to a smaller office C, where X , Y , Z, A, B, and C are user-
chosen variables. We implement those suggested energy behaviors
in the simulation environment and compare the performance be-
tween SAVES and participants’ suggestions. Since our demo han-
dles multi-objective optimization problems, we compare a rate of
energy savings as well as the resulting comfort level changes.

The second part focuses on demonstration of proxies on the ac-
tual hand-held devices based on the following simple meeting relo-
cation scenario considering group behaviors.

Group Meeting Relocation Negotiation Example Consider a
meeting that has been scheduled with two attendees (P1 and P2) in
a large conference room that has more light sources and appliances
than smaller offices. Since the meeting has few attendees, the
room agent can negotiate with attendees to relocate the meeting
to nearby small, sunlit offices, which can lead to significant
energy savings. The room agent handles this negotiation based on
BM-MDPs. There are three objectives that the room agent needs to
consider during this negotiation: i) energy saving, ii) P1’s comfort
level change, and iii) P2’s comfort level change. The room agent
first checks the available offices. Assuming there are two available
offices A and B, the room agent asks each attendee if she or he
will agree to relocate the meeting to one of the available offices. In
asking an attendee, the room agent must consider the uncertainty
of whether an attendee is likely to accept its offer to relocate
the meeting. Since asking incurs a cost (e.g., cost caused by
interrupting people), the room agent needs to reason about which
option is preferable considering P1 and P2’s likelihood to accept
each option and the reward functions for each option to reduce the
required cost and maximize benefits. Assuming A is preferable,
the optimal policy of the agent is “ask P1 first about A”–“if P1

accepts, ask P2 about A”–“if P1 does not reply, ask P1 about A
again”–“repeat the process with B”–“if both agree, relocate the
meeting”–“if both disagree, find other available options.”

Each participant is provided with a mobile phone having a proxy
agent on it. A proxy agent has a pre-set adjustable autonomy.
Room agents initiate negotiations with simulated occupants or par-
ticipants in the demo to conserve energy during the simulation, and
SAVES specifically provides suggestions for energy savings to par-
ticipants via mobile phones (as shown in Figure 2).
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A BST R A C T  
Migration is the ability of an agent to transfer from one 
embodiment, for example a robot, to another such as a mobile 
phone. For agents that are to act as personal companions 
migration is desirable as access to different capabilities can 
provide more constant companionship to a user. This interactive 
demonstration of screen to phone migration illustrates one 
application of the open-source architecture developed on the 
LIREC project to support migration of an affective agent across 
many types of embodiment.  

Categories and Subject Descriptors 
I.2.11 [A rtificial Intelligence]: Distributed Artificial Intelligence 
– Intelligent Agents.  

General T erms 
Design, Experimentation, Human Factors. 

K eywords 
Intelligence for human-robot interaction, Middleware for robot 
systems, Affect and personality, Migration. 

1. IN T R O DU C T I O N 
The LIREC project1 (Living with Robots and intEractive 
Characters) investigates long term interaction that combines work 
on the integration of robots into human social environments with 
that of virtual agents. It combines the development of an 
innovative agent framework and user studies in an attempt to 
carry out experiments to guide the design of social agents that can 
play an acceptable long-term role. Both social robots and virtual 
agents are embodied, the former physically and the later virtually. 
Physical embodiment raises still unsolved engineering problems 
of power sources, mobility and localisation that typically limit the 
ability of robots to accompany humans as they move from one 
social environment to another - for example from home to work. 
Virtual embodiments are much more transportable but by their 
nature cannot perform physical tasks such as fetching and 
carrying. 

For this reason, LIREC investigates migration, the ability of a 
synthetic companion to move from one embodiment to another. 
This of course raises a new set of research questions, of which the 
most important is: what exactly migrates? We define this as the 
companion's identity, by which we mean those features that 
persist and make it unique and recognisable from the user's 

perspective. These features, themselves a research topic [6], may 
include common attributes of the different embodiments, for 
example similar visual appearance, but also common aspects of 
interactional behaviour, such as emotional expressiveness, and a 
memory of events and interactions that have taken place in 
multiple embodiments. 

The question of what migrates also requires a technological 
answer. It is clear that a degree of architectural commonality 
across embodiments is required if migration is to be a generic 
capability of LIREC companions, which consist of many (~20) 
different robotic and virtual platforms. This demonstration shows 
instances of the developed architecture on two (virtual) platforms, 
and allows a user to trigger migration between the two, and see 
that the agent’s identity migrates between them. 

2. C H A L L E N G ES 
There are several challenges that impact the design of the 
architecture for the LIREC project, and motivate some of the 
decisions. 

2.1 Identity 
The retention of identity is one of the key benefits to having a 
migrating personal companion, but this raises the question of what 
exactly makes up identity and therefore needs to be migrated. Or 
to paraphrase, when does a user perceive that an agent has 
migrated from A to B rather than that agent A deactivated and B 
awoke?  

Identifying these characteristics, and how to indicate migration to 
a user, is an open problem and the subject of research and 
experimentation in the LIREC project (e.g. [4]). As such, the 
agent architecture used must support migration between diverse 
platforms and the ability to include things such as behaviour 
characteristics, appearance and memory.  

2.2 Memory 
A personal companion should remember and learn from 
interactions, e.g. an office companion robot could remember 
messages from callers to the office and pass them on to team 
members when they return. The focus of LIREC is long-term 
interaction so memory modelling is a key component and also 
impacts on migration.  Memory affects behaviour, and so must in 
some way be migrated, but also it grows with time and so it may 
be impractical to remember and migrate everything. An overview 
of the memory models employed in LIREC can be found in [3]. 

2.3 Infrastructure 
For a companion to function across many embodiments, each with 
different capabilities, we must be sure the architecture is designed 
to handle these differences. This is somewhat at odds with the 

Appears in: Proceedings of the 11th International Conference on 
Autonomous Agents and Multiagent Systems (AAMAS 2012), Conitzer, 
Winikoff, Padgham, and van der Hoek (eds.), June, 4–8, 2012, Valencia, 
Spain.  
Copyright © 2012, International Foundation for Autonomous Agents and 
Multiagent Systems (www.ifaamas.org). All rights reserved. 
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need to standardise the software infrastructure to allow migration. 
Any architecture will have to describe the available sensors and 
effectors of an embodiment on a meta-level so that even an agent 
unacquainted with a certain embodiment can inhabit it. This 
requires sufficient abstraction of the low level functions of a 
platform, and suggests a layered architecture – described in the 
next section. 

3. A N A R C H I T E C T UR E F O R M I G R A T IN G 
C O MPA NI O NS 
Necessarily this is only the briefest overview of the architecture, 
more details can be found elsewhere, for example [5] provides 
detail on the middleware principally responsible for supporting 
migration and [3] has detail on the memory. 

The architecture is a standard three layer design to handle the 
various levels of abstraction required. A summary of these layers 
follows, with pointers to further reading. 

3.1 Top Layer 
This  is  the  highest  level  of  abstraction,  and  contains  the  agent’s 
“mind”  and  memory,  responsible  for  action  selection  and 
reasoning over goals and emotions. For many of the companion 
scenarios, it is important the agents reason with reference to 
emotion, and so the emotional continuous planner FAtiMA [2] is 
used, which has been enhanced for the LIREC project with a 
“theory of mind” component and advanced memory mechanisms, 
e.g. generalisation and activation based forgetting. This level is 
very embodiment-independent, concerned mainly with goals and 
high level actions and not the details of how they can be achieved, 
which may vary between embodiments and is handled by the 
middle layer. 

3.2 Middle Layer 
This is the layer responsible for co-ordinating the various sensors 
and effectors, matching the competencies of a platform to the 
needs of actions requested by the top layer. The middleware 
developed and made available as open-source is CMION [5] 
(Competency Management with ION), built on the agent 
simulation framework ION [7]. This wraps functionalities of an 
embodiment in competencies, which are provided with a basic 
means of intercommunication and data storage. This common 
interface allows for a competency manager to map actions of the 
top layer to a predefined competency execution plan consisting of 
a number of competencies that realise the requested action in the 
embodiment. It is designed to be modular and portable, written in 
Java – for example there is a version for Android mobile devices. 
The modularity allows for dynamic loading of competencies as 
required. This is the layer that handles migration. All of the top 
layer is migrated as it is independent, whereas the exact 
competencies that require migration depend on the embodiments 
in question, therefore it must be this layer managing the process. 

3.3 Lower Layer 
This is the layer that handles implementation details of individual 
platforms, and so varies more significantly. Most of the LIREC 
robots use SAMGAR [1], a modular robotics framework 
developed within LIREC, whereas other embodiments may just 
use platform specific methods, e.g. Android mobile devices. 
 

4. D E M O NST R A T I O N 
The demonstration for AAMAS will consist of a virtual agent 
embodied in a monitor that people may interact with via simple 
gestures, and an alternative mobile phone or tablet embodiment 
that the agent migrates to. The user can then continue to interact 
with the same agent. This combined with a poster detailing the 
architecture developed will allow us to discuss the various issues 
encountered on LIREC and explain the operation to those 
interested in re-use of the framework. The architecture has shown 
its general applicability in the many different embodiments used 
by LIREC, and its public provision under open-source licenses is 
a key legacy of the project and so may be of wide interest. 

A video demo of one of our research scenarios, containing several 
such migrations, can be seen online at: 

http://vimeo.com/21156543  
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1. COLLISION TYPES IN MULTI-ROBOT
SYSTEMS

Collision avoidance is an important topic in multi-robot
systems. Existing multi-robot pathfinding approaches ig-
nore sideswipe collisions among robots (i.e., only consider
the collision which two agents try to occupy the same node
during the same time-step) [1, 3, 4], and allow diagonal move
between two adjacent nodes (e.g., Figure 1(b)). However, in
many real world applications, sideswipe collisions may also
block robots’ movements or cause deadlocks. For example,
as shown in Figure 1, if the size of two robots is as big as
the grid size they occupied, collisions will happen not only
between robots R1 and R2 in the situation depicted in Fig-
ure 1(a), but also that in Figure 1(b), which is typically not
considered as a collision in existing multi-robot systems.

(a) (b)

Figure 1: (a) Occupy the same position. (b) Sideswipe col-
lision.

To overcome the limitation depicted in Figure 1(b), we
investigate all possible collision scenarios in a multi-robot
system (the speed / velocity of robots is taken into consider-
ation when describing these collisions) when robots are mov-
ing, and identify one deadloop type and five collision types.
Other collision types involving non-movement of robots due
to breakdown are not included in our scenarios. We claim
that all possible scenarios that may hinder a robot’s planned
motion in a two-dimensional space can be covered by these
collision / deadloop types (with symmetry). The scenario
that may cause a deadloop situation in a multi-robot sys-
tem, on the other hand, is depicted in Figure 2. The five
collision types are head-on, front sideswipe, rear sideswipe,
front-end swipe and front-end sideswipe, which are illus-
trated from Figure 3(a) to (e), respectively. Front sideswipe
(Figure 3(b)) and rear sideswipe (Figure 3(c)) can occur only
on diagonal moves for both robots.

Appears in: Proceedings of the 11th International Confer-
ence on Autonomous Agents and Multiagent Systems (AA-
MAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
June, 4–8, 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

(a) (b) (c)

Figure 2: Illustration of deadloop. The green square and
the red square are the robot positions and the goal positions
for two robots, respectively. R1 and R2 are robot 1 and
robot 2. (a) The initial position for two robots. (b) and
(c) The dead looping condition is encountered and repeated
in-between (b) and (c) infinitely as each robot makes a move
that mirrors the other robot’s.

(a) (b) (c) (d) (e)

Figure 3: Illustration of 5 collision types. (a) Head-On. (b)
Front Sideswipe. (c) Rear Sideswipe. (d) Front-End Swipe.
(e) Front-End Sideswipe.

2. ROBUSTCOLLISIONAVOIDANCESTRAT-
EGY

In this work, we also propose a coordinator-based (central-
ized) strategy to coordinate robots’ movements. The strat-
egy repeats a ‘plan-evaluate-move’ process to plan robots’
routes and avoid potential collisions. In details, collision
avoidance is achieved through the following steps.

1. Each robot computes its optimal path by using a clas-
sical path finding algorithm, i.e., the A* algorithm [2].

2. Each robot reports to the coordinator its current node
position, previous node position, intended node po-
sition and estimated distance remaining to the goal
node.

3. The coordinator detects potential deadloop and colli-
sions based on robots’ intentions (i.e., the nodes the
robots want to move to). If no collision or deadloop is
detected, goto Step (6), otherwise goto the next step.

4. Robots with potential collisions or deadloop will use
the Super A* algorithm, which is described in Algo-
rithm 1, to replan their routes in a decoupled manner.
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Robots with less remaining distance will get higher
priority for path planning purposes.

5. Robots will then report their re-planned intentions to
the coordinator. Repeat Step (3)-(5) until no collision
or deadloop can be detected by the coordinator.

6. Each robot moves to their intended node. If the goal
node is achieved, then the algorithm is stopped for that
robot. Otherwise, go back to Step (1) and repeat Step
(1)-(6) until all robots achieve their goals.

Algorithm 1 Super A* Algorithm

Input: Input two nodes n0 (Start Node), n (Goal Node) and L
(Robot Label)

Output: Output a set of nodes Nclose, ni ∈ Nclose

1: Nopen ← n0, Nclose ← ∅, flagged ← false
2: loop
3: pn ← Compute the lowest cost of node, in Nopen

4: if pn = n then
5: Nclose ← Nclose ∪ {pn}
6: Return Nclose

7: else
8: for all neighbours nnew do
9: if L accords with a fixed priority scheme then

10: flagged ← Check Deadloop and five Collision types
11: end if
12: if flagged is true then
13: Continue Loop
14: end if
15: if nnew ∈ Nopen and Gnew < current G then
16: G ← Gnew

17: Continue Loop
18: end if
19: if nnew ∈ Nclose and Gnew < current G then
20: G ← Gnew

21: Continue Loop
22: end if
23: Nopen ← Nopen ∪ nnew

24: end for
25: end if
26: Nclose ← Nclose ∪ {pn}
27: end loop

3. DEMONSTRATIONS
We have conducted both real robot and simulator-based

simulations. Through these simulations, we try to evalu-
ate the following three aspects of the proposed strategy:
(1) Practicability: is the strategy relevant and applicable
to real robot systems? (2) Solvability: can the strategy find
valid collision-free multi-robot paths? (3) Optimality: is the
strategy able to generate the best paths despite collision-
avoidance behaviour? Experiments were carried out using
different configuration environments. The proposed method
is applied to a two-robot system with the deadloop and col-
lision conditions described in Section 1. The video link is
http://youtu.be/gEHRxpbD LY.

3.1 Demo 1: Real Robot Application
The goal of the first demo is to demonstrate the applicabil-

ity of our approach to real robot systems. This experiment
has been carried out using the Rovio robots of WowWee
Technologies. The task of the robots is to find the opti-
mal / shortest path and move from their initial positions
to their goal positions without collision. In the demo, the
robots are deployed on two sides of the 5x5 grid and have to
move to their goal positions on the other side using the pro-
posed strategy avoiding deadloop (Figure 2) and collisions.

The demo shows that one robot moves away from its opti-
mal path given the initial situation. The path of one robot is
changed to avoid collisions between each other. For collision
avoidance, one robot has to take a detour around the other
and then return to its planned path as quickly as possible.
At the end, the two robots achieve their goal positions. This
is the resolution to this possible collision without introduc-
ing a sideways move or a collision involving front-end swipe
or sideswipe, given that the robots are as big as the nodes
they occupy.

3.2 Demo 2: Simulation
In demo 2, three scenarios are simulated in a 10 by 10

grid. The first scenario demonstrates deadloop and all five
collision types, with dynamic path replanning demonstrated
according to steps 1-6 above. It can be seen that R1 lets R2
take the optimal path, and R1 selects an avoidance strategy
that allows it to return to the optimal path after collision is
avoided. In addition, the proposed strategy can also cater
for a combination of possible collisions. For instance, if a
dynamic change to one or more robots’ goal states leads
to a deadloop condition, the proposed strategy 1-6 can re-
solve the problem effectively. The second scenario shows
the tunnel-like environment, where two robots need to pass
through a tunnel to reach their goals. R1 gets to the tunnel
first, so R1 gets the priority to go through the tunnel. This is
an example of allocating priority based on time. That is, the
proposed strategy not only considers the optimal path cost
but also takes optimal time cost into account. Finally, the
last scenario shows that, with randomly changing goals in
real-time, the proposed strategy is capable of avoiding colli-
sions and returning to the planned optimal path for the new
goal nodes. A 50x50 grid for 20 and 50 robots, respectively,
with 10% obstacle density randomly generated environment.

4. CONCLUSION AND FUTURE WORK
In real-world multi-robot systems, deadloop and collision

types must be clearly identified and managed to ensure that
robots reach their destinations as optimally as possible. The
proposed strategy, according to our real-world and simulated
experiments, is robust and able to handle the deadloop and
collisions effectively. We have also shown that the strategy
is capable of dealing with both static and dynamic obstacles,
and allows robots to resume their planned paths after colli-
sion avoidance. In future work, we will design a decentral-
ized approach which can allow robots to achieve peer-to-peer
communication for collision avoidance as well as investigate
optimality preservation in more detail.
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ABSTRACT
The vision of the Smart Grid includes demand-side peak
shaving strategies, such as real-time pricing or profile’s based
tariffs, to encourage consumption such that the peaks on
demand are flattened. Up to date, most works along this
line focused on optimising via scheduling of home appliances
or micro-storage the individual user consumption. Alter-
natively, in this demonstration we propose to exploit the
consumers social side by allowing them to self-organise into
coalitions of energy users with complementary needs. To
this ends, we present an agent-based Java simulation of a
social network of energy consumers (based on the domestic
electricity market and usage patterns of homes in the UK)
that uses to converge to stable energy coalitions.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
Systems

General Terms
Algorithms, Economics, Experimentation

Keywords
Decentralised Coalition formation, Stability, Smart grid, Energy

Online Material
http://www.youtube.com/watch?v=FT25oETMkfw

1. INTRODUCTION AND GOALS
Since energy cannot be stored efficiently on a large scale,

the electricity grid must perfectly balance the supply to all
customers at any instant with demand. In all current elec-
tricity grids this balance is achieved by varying the supply-
side to continuously match demand. The amount of de-
mand required on a continuous basis is usually carried by the
baseload stations owing to low cost generation, efficiency and
safety. However, these stations are slow to fire up and cool
down, so they are not able to match the peakload periods

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

that exceed this baseload. This requires the use of expensive,
carbon-intensive, peaking plants generators. Although only
running when there is high demand, these peaking plants
generators are responsible for a significant fraction of the
consumers total electricity bill.

To address this, the vision of the Smart Grid includes
demand-side peak-shaving strategies such as real-time pric-
ing or profile based tariffs to encourage consumption such
that the peaks on demand are flattened [1]. Flatter demand
results in a more efficient grid with lower carbon emissions
and also with lower prices for consumers. Hence, recent
works has focused on techniques that flatten individual con-
sumer demand by automatically controlling home domestic
or micro-storage devices [3, 4]. However, since each con-
sumer independently optimizes its own consumption, the
effectiveness of this approach has a clear limit on the con-
sumer’s restrictions and comfort (e.g. it is impossible com-
pletely avoid a consumption peak in the non-working hours).

Against this background, in this paper we show how grid
efficiency can be further improved from a social perspective.
In particular, we explore the idea of allowing consumers to
join into coalitions with other consumers with complemen-
tary energy needs. Then, a coalition of consumers can act
in the market as a single virtual consumer with flattened
demand, for which it gets much better prices. As part of
the smart grid community, electricity consumers have al-
ready access to smart meters that allow them to monitor
their (load) energy profile 1 on an hour-day basis. Moreover,
given the huge recent success of social networks (e.g. at the
time of writing Facebook has more than 500 millions users),
consumers can potentially use them as free interaction tools
to self-organise into energy coalitions.

2. THE SOLUTION APPROACH
We model the decentralised energy coalition formation

problem as a coalitional game [2]. Let C = {c1, . . . , cn}
be a set of energy consumers and F the set of feasible coali-
tions among these consumers. Any feasible coalition S ∈ F
is defined as a subset of consumers S ⊆ C. Then, a game
is completely defined by its characteristic function v which
assigns a real value to every feasible coalition. In a game

1The load energy profile is a graph of the variation in the
electrical load versus time.
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(a) (b)

Figure 1: Snapshots of a) the simulator main inter-
face and b) the coalition energy profile inspector.

we aim to identify the coalition structure2 that maximizes
the efficiency of the system - i.e. the coalition structure
with maximal value, CS∗ = max{CS} v(CS). Moreover, we
needed to specify the following activities that take place in
a coalitional game for this particular energy domain:

Coalitional Value Calculation. The value of a coali-
tion S, v(S), is the total payment that the set of consumers
need to carry out to cover the demand of their joint energy
profile3. Analogously to the operation of the current grid, we
consider that consumers buy their electricity directly in two
different markets: the forward market and the day-ahead
market. In the forward market, consumers in a coalition S
buy in advance the fixed baseload of energy of their joint
energy profile, base(S), for a better price. The amount of
energy that exceeds this baseload, peak(S), is bought in the
day-ahead market. In particular, the value of a coalition S
is given by:

v(S) = −base(S) · pF − peak(S) · pDA (1)

where pF and pDA are the unit energy price in the forward
and the day-ahead market respectively.

Since pF < pDA, the flatter the energy profile, the most
a coalition of consumers can buy in the forward market and
the lower the payment of the coalition.

Network-based coalitions. Social networks not only
provide a way of interaction among energy consumers but
also restrict coalition membership by reflecting realistic bar-
riers to the formation of certain coalitions. In particular,
consumers may not want to join coalitions with unknown
consumers for whom they do not have any source of trust
regarding their reported profiles or their capacity to meet
their payment obligations. In contrast, if each consumer
looks for potential partners for its coalitions through its con-
tacts in a social network coalition membership is restricted
to coalitions composed of friends of friends, such that there
is always somebody responsible in the coalition for the in-
troduction of a new member.

Payoff Distribution. Consumers in a coalition are per-
mitted to freely distribute the coalitional value among them-
selves. Thus, in addition to the set of optimal coalitions,
CS∗, the outcome of the game also needs to specify a payoff
vector ρ = {ρ1, . . . , ρn} that divides the value of optimal

2A coalition structure is an exhaustive disjoint partition of
the space of consumers into feasible coalitions.
3The joint energy profile is computed as the aggregation of
individual energy profiles.

coalitions among consumers (
∑

ci∈C ρi = v(CS∗)). How-
ever, since consumers are selfish, the value of a coalition
should be distributed among its members in such a way that
coalition members have no incentive to break away from the
identified efficient coalition. When this happens, we say that
payments are stable4. To be stable, these set of payoffs needs
to make sure that there is no other outcome that can make
a set of consumers better-off (∀S∈F :

∑
ci∈S ρi ≥ v(S)).

3. THE PLATFORM
As a response to these challenges we have developed a

platform that allows energy consumers to organise into sta-
ble energy profile coalitions. The interface is shown in Figure
1. The demonstration starts by asking the user the number
of energy consumers for the simulation. Moreover, the user
can choose between creating the social network randomly,
or, alternatively, create a user defined social network from
scratch. In both cases, the platform generates a set of nodes
(see Figure 1(a)), one per energy consumer, and allows the
user to modify the network by adding/removing links in an
easy way. Each node has an energy profile loaded from real
data characterizing the domestic electricity market and us-
age patterns of homes in the UK.

Once the coalition formation scenario is set, the simu-
lation starts a message-passing algorithm that organises en-
ergy consumers into stable optimal coalitions. Upon conver-
gence, energy consumers in the same coalition are coloured
with the same colour. For example, observe that in Fig-
ure 1(a), consumers 1, 2, 3, and 4 form an energy coalition
whereas consumer 0 is on its own. On the right lower corner,
the application also shows the average consumer gain - that
is the gain that represent the consumer assigned payment
with respect to the value of its singleton coalition. By click-
ing on a node, the GUI displays statistical data related to the
specific energy consumer such as its coalition, the coalition’s
value and its (stable) individual payment. The platform also
allows to visualize the energetic profiles of coalition members
(see Figure 1(b)). Finally, the GUI allows the user to testing
how the existence/nonexistence of a particular link affects
the emerging coalitions and consumers gain by reconfiguring
the network and restart the simulation.

As a simulator, this platform provides users with a proof
of concept of what we can do already today as energy con-
sumers in order to get cheaper and greener energy. Fur-
thermore, it presents the decentralised coalition formation
problem among energy users as an exciting real-world do-
main for the applicability of multi-agent technology.
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ABSTRACT 

We have developed the virtual world of Omosa in which school 
students can learn what scientists do by doing it themselves. In 
Omosa students are able to observe, collect data and interact with 
a number of intelligent virtual human and animal agents. 

Categories and Subject Descriptors 

I.2 ARTIFICIAL INTELLIGENCE; I.6 SIMULATION AND 
MODELING, I.6.3 [Applications]   I.6.7 [Simulation Support 

Systems]  Environments      

General Terms 

Design, Experimentation. 

Keywords 

Agents, artificial life, boids, educational virtual worlds, biology 
education, science inquiry. 

1. INTRODUCTION 
Genuine scientific inquiry is rare in the classroom. Reasons for 
this include the reluctance of teachers to engage in genuinely 
open-ended inquiry arising out of pressures to create efficient 
learning trajectories and cover all topics in a mandated 
curriculum. This difficulty is exacerbated by a science curriculum 
that has become theory and textbook heavy due to resource 
limitations and occupational health and safety (OH&S) issues. In 
particular, Zappala [6] notes that teaching behavioural ecology 
and ethology (the scientific study of animal behavior) is limited 
by physical, practical and ethical constraints such as: confounds 
and control of extraneous variables; observer bias leading to data 
tainting; difficulty of capturing rare events and behaviours; and 
infeasibility of large scale or long term study. Furthermore, while 
laboratory conditions can provide consistency and repeatability, 
for many species this approach may be undesirable or 
inappropriate”i. The ability to conduct a virtual field trip can 
address many of these issues and provide an opportunity for 
students to gain knowledge and skills needed for scientific inquiry 
such as hypothesis formation and testing, designing experiments, 
conducting investigations, using secondary resources and data, 
using equipment and ICT, managing risk, collecting data, 
performing analysis and drawing and communicating conclusions. 

In addition to providing a hands-on and experiential approach to 
honing students’ scientific inquiry skills, we are also interested in 
teaching students about complex systems such as ecosystems. 

Multiagent systems are particularly suitable for this purpose 
because while each individual agent may follow a small set of 
rules complex behaviours at the group level tend to emerge. To 
this end, we have developed the virtual world of Omosa in which 
school students are able to observe and interact with intelligent 
virtual human and animal agents. 

2. PROBLEM SCENARIO 
In Omosa World the students, as junior scientists, are invited by 
the Chief Scientist at the IEIA (Interplanetary Environmental 
Investigation Agency) to assist in discovering why planet Omosa 
has been showing signs of ecosystem change. The indigenous 
people who live there have reported that the populations of certain 
species of animals, including those that are an important food 
source in their society, are declining. The Omosans have agreed to 
allow scientists to come and study the situation.  

Students utilise workbooks to explore different issues and record 
their findings. Some activities occur in the world (e.g. speaking to 
the climatologist, hunter or ecologist agents and observing the 
animal agents); some in the classroom (e.g. proposing a 
hypothesis and describing the experiment to be conducted to the 
whole class). There is a progression in concept development as 
students move from one problem to another.  

3. THE VIRTUAL WORLD TECHNOLOGY 
Omosa has been developed using the multi-platform game 
development environment called Unity3D (unity3d.com/) that has 
inbuilt graphics and physics engines and features such as 
lightmapping and occlusion culling. To create the Omosan 
landscape itself and its base texture we used L3DT, a terrain 
generating tool (www.bundysoft.com/L3DT/). We then imported 
the heightmap into Unity3D and used its terrain editing tool to 
add the grass and trees. This tool makes it easy to place details 
onto a terrain and remove them if the size of the game becomes 
too large. The island of Omosa contains four main locations 
(village, hunting ground, weather laboratory, research station) 
where students can collect information and complete activities. 
We used Blender (www.blender.org/) to model structures and 
Mixamo (www.mixamo.com/) to create low polygon human 
models. We purchased our animals from TurboSquid 
(turbosquid.com/), where 3D artists can sell models. The models 
on TurboSquid usually have a high polygon count, which is 
especially undesirable when creating large herds of animals. We 
purchased four animals from the same artist, 3Drivers 
(www.turbosquid.com/Search/Artists/3DRivers). Three of the 
models are of extinct animals (Andrewsarchus, Bluebuck, and 
Indricotherium) and one is of an Iberian Lynx. Each had more 
than 6000 polygons. Using Blender we reduced the number of 
polygons to no more than 1800 each. 

Appears in: Proc of the 11th International Conference on Autonomous 
Agents and Multiagent Systems (AAMAS 2012), Conitzer, Winikoff, 
Padgham, and van der Hoek (eds.), June, 4–8, 2012, Valencia, Spain.  
Copyright © 2012, International Foundation for Autonomous Agents and 
Multiagent Systems (www.ifaamas.org). All rights reserved. 
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4. OUR AGENTS 
The human and animal agents in Omosa are not directed or led by 
any other agent. However, the rules which drive them, particularly 
those relating to their predator and prey roles, result in numerous 
emergent group behaviours. Part of the behavior we wished to 
simulate in our animals was their tendency to live and move in 
flocks or herds and the emergent behavior that this demonstrates. 
To achieve this we started with an implementation of the Boids 
flocking algorithm [4]. Fundamentally the original Boids 
algorithm involves the summation of multiple vectors (separation, 
alignment and cohesion) to achieve a single output vector which 
determines the direction for each boid. These vectors represent the 
intentions of the boid. We rigged and animated our animals in 
Blender and imported them into Unity3D where we applied our 
modified Boid algorithm and Unity3D’s physics engine. This 
presented another challenge, namely balancing the processing 
requirements of the modified Boid algorithm with the processing 
requirements of the graphics. We have solved this primarily by 
increasing the number of frames between each animal in the herd 
updating its behavior. This slightly decreases the realism of the 
animals’ behavior but significantly improves game performance.  

Other virtual worlds for scientific exploration exist, such as Quest 
Atlantis [1] and Virtual Singapura (VS) [2]. The intelligent 
predator-prey and flocking behaviours of our animals allows 
students to conduct observation as they might in the field (see 
Figure 1). This distinguishes our work significantly from other 
projects; changing the data gathering process from reading 
agent/avatar dialogues to experiential learning.  

 

 

5. INTERACTING WITH OUR AGENTS 
Students are able to interact with our agents in a number of ways. 
Firstly, as the user approaches, the agent will wave (see Figure 2). 
If the user walks up the agent, they are able to click on the speech 
bubble (as shown on the waving hunter) to initiate a dialogue with 
agent. Dialogue is basic and allows the user to select questions 
they wish to ask the agent. Questions are ordered/included based 
on the prior activities and demonstrated knowledge of the student. 
Additionally, users can select/collect data and items and observe 
the Omosans and animals in their natural settings. Students are 

able to perform laboratory-based prey-predator simulations using 
NetLogo [5]. However, to assist with development and balancing 
of our ecosystems involving the 3D animal agents, numerous 
parameters can be adjusted (see Figure 3). Interactions between 
animal agents are described in our full paper in this proceedings. 

 

6. EVALUATION & FUTURE WORK 
To ensure the accuracy of the behaviours of our animals in Omosa 
we 1) based our animal agents on Wilensky’s Wolf Sheep 
Predation model [5] 2) included biologists on our team and 3) had 
an independent animal communication and conservation expert 
evaluate and tweak our animal behaviours. To design and evaluate 
Omosa as a learning environment we consulted biologists and 
secondary science teachers, performed an initial pilot with an 
afterschool science special interest group and used our world and 
workbooks over a two week period in late 2011 with around 50 
Year 9 children in two classes (one comprehensive and one 
selective) involving four 50 minute lessons for each class.  

In 2012 we will be adding new scenarios and schools. From an 
educational research standpoint we are conducting classroom 
based experiments on the merits of productive failure [3]. From 
an agent standpoint, we will focus on collaborative learning 
involving agent-human and human-human collaboration. A 
demonstration of Omosa can be found at 
http://www.comp.mq.edu.au/~richards/aamas12Omosa/ 
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Figure 2. Hunter agent beckons user to come over 

Figure 3. Predator-Prey Agent Parameters . 

Figure 1. Tooru (predator) feeding on a Yernt (prey) 
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ABSTRACT
Co-Space refers to interactive virtual environment modelled
after the real world in terms of look-and-feel, functionalities
and services. We have developed a 3D virtual world named
Nanyang Technological University (NTU) Co-Space popu-
lated with virtual human characters. In order to create real-
istic virtual humans, we have designed a brain-inspired agent
architecture with the properties of goal-directed autonomy,
natural interactivity and human-like personification. The
demo will show how the virtual characters may enhance the
interactivity and playability of the virtual worlds.

Categories and Subject Descriptors
I.2.0 [General]: Cognitive simulation; I.2.11 [Distributed
Artificial Intelligence]: Intelligent agents

General Terms
Design, Human Factors, Languages,Theory

Keywords
Virtual characters, autonomy, interactivity, personality

1. INTRODUCTION
Virtual worlds has become a popular platform used in a
variety of contexts, including education, business, and e-
commerce. We are particularly interested in a special class
of virtual world, called Co-Space, referring to interactive
virtual environment modelled after a real physical space in
terms of look-and-feel, functionalities and services.

Besides providing faster and easier access to information
and services, the development of Co-Space has offered great
opportunities for innovative applications. In particular, in-
telligent agents can be deployed in Co-Space enhancing its
interactivity and playability. We have developed a 3D vir-
tual world called NTU Co-Space, modelled after the Nanyang
Technological University (NTU) campus and populated with
virtual human characters. This demo shall show how virtual
humans, designed based on a brain-inspired agent model,
may enhance the interactivity and playability of the virtual
world in a natural manner.

Appears in: Proceedings of the 11th International Confer-
ence on Autonomous Agents and Multiagent Systems (AA-
MAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
June, 4–8, 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

2. NTU CO-SPACE
The NTU Co-Space is implemented using the Unity3D, a 3D
game engine that can be deployed into different platforms
including Microsoft WindowsTM, Mac OSTM, popular game
consoles, and mobile devices. The Co-Space can also be
embedded in a web page to be easily accessed using typical
web browsers (e.g. IE, Chrome, Safari, Firefox).

Figure 1: System architecture of NTU Co-Space.

The overall architecture of the NTU Co-Space is depicted
in Figure 1. At the back-end, two application servers, Apache
Tomcat and SmartFox, support the multi-user environment.
A dedicated database is used for the storage and retrieval of
environmental and content data.

3. THE AGENT TECHNOLOGY
As shown in Figure 2, the integrated agent architecture con-
sists of a Perception Module receiving situational signals
from the environment through a set of sensory APIs and
an Action Module for performing actions through the vari-
ous actuator APIs. If the sensory signals involve a text in-
put, the Chat Understanding Module interprets the text for
the player’s intention. The outputs of Situational Assess-
ment and Chat Understanding Modules then serve as part of
the working memory content . The Inference Engine then
identifies the most appropriate action, by tapping a diverse
pool of knowledge, in accordance to the desire, intention
and personality of the virtual agent. The knowledge learned
and used by the Inference Engine include declarative knowl-
edge of self, players, and environment, as well as procedural
knowledge of goal-oriented rules, which guide an agent in
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fulfilling goals, and social rules, for generating socially ap-
propriate behavior. The decision of the Inference Engine
again forms part of the Working Memory, which through-
out maintains the context of the interaction. For actions
involving a verbal response, the Natural Language Genera-
tion Module translates the chosen response into natural text
for presentation.

Consistent with the view in the state of the art [1], we out-
line three key characteristics of realistic characters in virtual
worlds, namely autonomy, interactivity, and personification,
described as follows.
Autonomy Based on a family of self-organizing neural mod-
els known as fusion Adaptive Resonance Theory (ART) [3],
the Inference Engine of the proposed agent architecture per-
forms a myriad of cognitive functions, including recognition,
prediction and learning, in response to a continual stream of
input signals received from multiple pattern channels. As a
result, an agent makes decisions not only based on the situ-
ational factors perceived from the environment but also her
mental states characterized by desire, intention and person-
ality. By modelling the internal states of individual agents
explicitly, the virtual humans can live a more complete and
realistic life in the virtual world.

Figure 2: A schematic of the integrated agent model.

Interactivity For interaction between the agents and the
players, an intuitive user interface is provided, through which
a player may ask typical questions and provide quick re-
sponses by button clicks. The player may also enter free-
text sentences via the chat box. The dual communication
mode provides the players both ease of use and flexibility.
While interacting with player, the agent builds an internal
model of the player, with his/her profile, interests and pref-
erences. The player model in turns allows the agent to make
intelligent conversation on topics relevant to the player.
Personification For improving the believability of virtual
humans, our agents adopt the Five Factor Model (FFM) [2],
which characterizes personality in five trait dimensions . By
giving a weighage to each dimension, a unique personality
can be formed by a combination of the traits. Compar-
ing with traditional pattern-matching-based conversational
agent, our agents with strong openness and extroversion per-
sonality are much more warm and friendly as they do not
stay idle and wait for input queries. Acting pro-actively,
they approach the players, offer help, and make conversa-
tion.

4. DEMONSTRATION DESCRIPTION
A video clip of the NTU Co-Space can be viewed on You
Tube (http://www.youtube.com/watch?v=bYIthOYjrxw). Dur-
ing the live demo, multiple players will be able to log in
and experience the NTU Co-Space. As illustrated in Fig-
ure 3, a player may choose to roam around the campus on
his/her own for self-discovery or play a mini-game, called
Amazing Quest, which will bring the player to experience
the key places of the NTU campus through a fun and inter-
active journey. Specifically, the player will visit the five key
landmarks on campus, with the accompaniment of a virtual
character.

Figure 3: A player touring the NTU Co-Space.

5. CONCLUSIONS
With the virtual characters befriending and providing per-
sonalized context-aware services, we hope players will find
virtual worlds more fun and appealing. To the best of our
knowledge, this is perhaps one of the few in-depth works on
building complete realistic agents in virtual worlds with au-
tonomous behavior, natural interactivity and personification.

Finally, it is also our objective that the NTU Co-Space
may serve as a open platform for agent researchers to de-
ploy and field test their technologies. A set of APIs with
documentation have been made available to ease the inte-
gration effort. For a wider accessibility of the Co-Space con-
tent and services, implementation of mobile clients running
on iPhone and iPad are already under way.
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ABSTRACT
We present ARGUS, a coordination system for unmanned
aerial vehicles (UAVs) deployed to support situational aware-
ness for disaster management settings. ARGUS is based on
the max-sum algorithm, a well known decentralised coordi-
nation algorithm for multi-agent systems. In this demon-
stration, we present an interactive simulation environment,
where a user acting as a first responder submits imagery col-
lection tasks to a team of UAVs, which then use max-sum
to assign themselves to the tasks. We then present a set of
real flight tests, in which two Hexacopter UAVs again use
ARGUS to coordinate over tasks. Our tests indicate that
the system responds positively to the dynamism and the
heterogeneity of the real world.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence—multiagent systems, coherence and coordination

General Terms
Algorithms, Experimentation

Keywords
Simulation, Coordination, Unmanned Aerial Vehicles

1. INTRODUCTION
Current research in artificial intelligence is dedicating great
effort in developing technologies for disaster management
(see, for instance, the ALADDIN project1). In such set-
tings, first responders need to quickly assess the severity of
a disaster in order to prioritise intervention. To this end,
the deployment of autonomous vehicles, such as unmanned
aerial or ground vehicles (UAVs and UGVs) is highly rec-
ommended, since these can provide information inaccessible
to humans, either because they are able to fly or because
they can reach dangerous areas. Such vehicles then should
be capable of gathering such information in an efficient and

1http://www.aladdinproject.org/
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timely fashion, without relying on valuable and scarce hu-
man resources to control them [2]. Thus, having them co-
ordinate their decision making autonomously is a key fac-
tor to achieve an effective situational awareness. To this
end, a variety of coordination algorithms has been studied
in the literature, among which decentralised ones are typi-
cally preferred due to their scalability and their robustness
to component failure [3]. In particular, the max-sum algo-
rithm has been shown to perform well in a variety of sim-
ulated problems while requiring very little communication
and computation [5].

However, despite its demonstrated potential, thus far, max-
sum has not been deployed in real application domains. It
has only been tested in simulation, which lacks the dy-
namism and the heterogeneity of the real world. Hence,
to ascertain its effective performance, this paper introduces
ARGUS a coordination system where the max-sum algo-
rithm is deployed to coordinate a team of UAVs to provide
live aerial imagery to the first responders operating in the
area of a disaster.

The remainder of this paper is organised as follows. Sec-
tion 2 describes the problem; Section 3 introduces ARGUS
and Section 4 concludes.

2. PROBLEM DESCRIPTION
At the scene of a disaster, first responders require up to date
imagery to assess the situation. ARGUS provides such im-
agery by using a team of UAVs deployed over the area, each
equipped with a miniature video camera that can stream
live video over a short range wireless link. The first re-
sponders interact with the UAVs using a personal digital
assistant (PDA), to request imagery collecting tasks. Each
task Ti represents a location (in geographic coordinates) for
which imagery is required. To submit a task, each first re-
sponder sets three properties: (i) a priority pi = {normal,
high, very high}, representing the importance of the task
(i.e. collecting imagery of an occupied building is more im-
portant than doing so for an empty one); (ii) an urgency
ui = {normal, high, very high} used to prevent tasks
with low priority from remaining unattended (i.e. collect-
ing imagery from an evacuated building is less important
than doing so for a burning building but needs to be done)
and (iii) a duration di, which defines the interval of time for
which imagery needs to be collected. Note that a first re-
sponder does not know this duration with precision since it
depends on the specific reason for which imagery is required
(e.g. to search for a casualty or to check access to an area).
Thus, three estimates are considered (di = {5 min, 10 min,
20 min}). In order to complete a task a UAV is required
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Figure 1: The area of a disaster where the first re-
sponders (FPs in the figure) and the UAVs operate,
as generated by the software simulator.

to fly to the specified location, station itself above it and
stream live video to the PDA until the first responder indi-
cates that the task is complete. The aim of the UAVs is then
to jointly decide which task each vehicle should complete.

3. THE ARGUS SYSTEM
A video describing the system is provided at http://vimeo.
com/user9939345/videos. In what follows, we describe the
two ways in which we evaluate our system.

3.1 The Simulation Environment
Each user acts as a first responder and is given a PDA run-
ning a touch screen system to submit tasks to the the UAVs
operating in the area of a disaster (Figure 1). The system is
composed of three interfaces that allow the user to (i) submit
tasks by selecting any location within his local area (Figure
2(a)), (ii) to specify the properties of the imagery collec-
tion task (Figure 2(b)) and (iii) to view the live streaming
videos of the tasks that are being attended by a UAV (Fig-
ure 2(c)). These tasks can appear at anytime. Thus, the
UAVs need to constantly revise their decisions over which
ones to attend, and thus, they need to continuously coor-
dinate. This happens in a decentralised fashion by using
the max-sum algorithm2. The main aim is to maximise the
number of completed high importance tasks (i.e. those with
a very high importance) given the limited battery capacity
of the UAVs which have to periodically leave the scene to
recharge. For a more thorough description of the algorithm
used in this dynamic optimisation setting see [1].

3.2 The Flight Tests
The ARGUS system was deployed on two Mikrokopter Hex-
acopter UAVs over three different settings (see [1] for more
details) to ascertain its performance in the real world. The
flight tests were run at a test facility outside of Sydney, in
conjunction with the Australian Centre for Field Robotics
(ACFR). A video summarising the flight tests can be found
at http://vimeo.com/user9939345/videos. In the video (Fig-
ure 3), windows A and B show the hexacopters, window C
shows the computation over the factor graph over which
max-sum is running and window D shows the path of the
UAVs.

4. CONCLUSIONS AND FUTUREWORK
2We adopt here a modified version of the algorithm to reduce
the computation and communication in task assignment do-
mains. See [4] for more details.

(a) The Map
Interface

(b) The task
input interface

(c) The im-
agery collection
interface

Figure 2: The simulation software representing the
PDA’s interface

In this paper we described ARGUS a coordination system
for UAVs deployed to support situational awareness for dis-
aster management settings. ARGUS is based on the max-
sum algorithm, which, thus far, has been deployed only on
simple simulated environments. The system was evaluated
in two ways. First an interactive simulation environment
was developed where first responders can submit imagery
collection requests to a team of UAVs. Second, a set of real
flight tests were performed to evaluate its performance in
the real world. These tests indicated that the system re-
sponds positively to the dynamism and the heterogeneity of
the real world. Thus they show that max-sum is a powerful
technique to use to coordinate teams of UAVs for disaster
management.

Our future work will be focused on scaling-up the system
to consider a large number of UAVs and tasks.

 


Figure 3: A snapshot of the video summarising the
three flight tests.
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ABSTRACT 
All experiments using intelligent virtual agents, sooner or later, 
ask for a specific virtual environment that would fit their setup. 
Seeking such environment is a daunting task accompanied with 
the need for an appropriate agent adapter that provides 
infrastructure for mediation of virtual body senses and actions 
thereby enabling remote high-level agent control. This demo 
presents Pogamut toolkit, which provides out-of-box programmer 
tools for creating virtual agents for Unreal Tournament 2004, 
Unreal Development Kit and Defcon virtual environment. 
Pogamut’s virtual world abstraction is compatible with many 
agent oriented languages and architectures including Jadex, 
GOAL, POSH, Soar or ACT-R, which makes it highly suitable for 
research on intelligent virtual agents. 

Categories and Subject Descriptors 
D.2.13 [Reusable Software]: Reusable libraries 

General Terms 
Design, Experimentation. 

Keywords 
IVA toolkit, Virtual environments, Action-selection 

1. INTRODUCTION 
The development of intelligent virtual agents (IVA) is still far 
from being easy as every IVA application calls for complex chain 
of tools and libraries that must work together to enable quick and 
efficient IVA production. IVA production typically comprises 
several cycles, during which researchers: 
(a) design,  
(b) implement, run, observe & debug, 
(c) test & validate their IVAs.  
Technically, IVA applications can be conceived as consisting of 
three parts (see Picture 1):  
(1) a virtual environment (VE),  
(2) an environment-agent middleware (EAM),  
(3) an agent platform (AP). 
Furthermore, as every research have to implement & debug (Point 
(b)) and test & validate the application (Point (c)), a researcher 

needs: 
(4) implementation tools, 
(5) debugging tools, 
(6) testing & validation tools.   

As there is no mature standard yet that would cover the whole 
IVA development process or provide research methodology 
guidelines and technology interface standards (contrary to 
“classical” agents, cf. e.g. FIPA), every IVA application setup 
requires a proprietary solution that combines Parts (1) – (6). Here, 
we present Pogamut toolkit, a result of 5 years of work, which 
aims at providing complete solutions for building IVAs for 
various virtual environments. Pogamut toolkit currently supports 
development of IVAs for (i) Unreal Tournament 2004 (UT2004), 
(ii) Unreal Development Kit (UDK) and (iii) Defcon. Unreal 
Tournament 3 (UT3) is a work-in-progress. The toolkit 
complements similar attempts, such as [1] capitalizing on BML. 

Picture 1. A typical IVA application 

2. FEATURES OF IVA TOOLKITS 
Instead of listing Pogamut features, it is better to review IVA 
production cycle (Points (a) – (c)) with respect to IVA application 
Parts (1) – (3). That will provide the list of features that every 
IVA toolkit should possess. 

2.1 Designing IVAs (Point (a)) 
Process of designing an IVA is typically sensitive to the selection 
of Parts (1) – (3). A researcher has to understand capabilities, 
limitations and options of every part involved. She must 
understand a VE (1) to be able to create its particular instance 
suitable for the application; she has to work with an EAM (2) 
encoding agents’ reflexes and complex sensory and motor 
primitives; finally, she will work with an AP itself (3), which will 
accommodate agents’ plans and strategic decision making. 
The support from the IVA toolkit here is to have getting-started 
tutorials, be well documented and provide a lot of executable 
example agents that exemplify various features provided by 
Parts (1) – (3). Appears in: Proceedings of the 11th International Conference on 

Autonomous Agents and Multiagent Systems (AAMAS 2012), Conitzer, 
Winikoff, Padgham, and van der Hoek (eds.), June, 4–8, 2012, Valencia, 
Spain.  
Copyright © 2012, International Foundation for Autonomous Agents and 
Multiagent Systems (www.ifaamas.org). All rights reserved. 

1469



2.2 Implementing & Debugging (Point (b)) 
Once an IVA application is designed and the tool chain is 
understood, the implementation can take place. This phase itself 
will contain a lot of iterations of Point (b) (see Table 1). 
 Unfortunately, all steps of Point (b) will happen in each of VE, 
EAM and AP so the toolkit must provide (ideally integrated) (4) 
& (5) to help the researcher along the way. The list of desired 
features is presented in Table 1.  

2.3 Testing & Validating IVAs (Point (c)) 
Once an IVA is implemented, it needs to be run through series of 
tests that provide data for answering experiment hypotheses, e.g., 
for comparison to other existing IVAs fulfilling the same goal. 
Usually, it means to run the IVA multiple times (e.g., 20x or 
100x) to gain statistical validity of the obtained data. 
 The IVA toolkit has two roles in this process (Part (6)). First, it 
should provide means for gathering such data, e.g., stubs for agent 
observers that can collect data of agent actions, reasoning, 
decision making and a VE itself. Second, it should provide tools 
(GUIs, libraries, scripts) for automatic testing, so that the 
researcher does not need to run every test manually or create such 
tools. 

Table 1. The list of IVA platform features that ease 
implementing & debugging of IVAs 

 

2.4 Technical dependencies 
Unfortunately, there are technical dependencies between a VE, an 
EAM and an AP. Thus every complete tool chain will contain a 
lot of “glue” code that adapts VE-EAM and EAM-AP. As there 
are no mature standards how VEs, EAMs and APs should look 
like, no one can expect (for instance) that existing tools for AP 

will provide much insight into interoperability between EAM and 
AP or even VE and AP. For example, an automated IVA testing 
tool that operates over UT2004-Pogamut-SPOSH (as part of (6)) 
will not work for Defcon-Pogamut-Jason setup as it will contain 
much of UT2004-Pogamut-SPOSH specific code. 
This is not surprising but leads to another observation that every 
IVA toolkit should state which tools it provides with respect to 
concrete VE-EAM-AP chosen.  

3. FEATURES OF POGAMUT 
Tables 2 and 3 provide an overview of existing and implemented 
tool chains for creating IVAs for UT2004, UDK and Defcon 
environment by the Pogamut toolkit.  

Table 2. Bindings that Pogamut as EAM provides. 

4.  USAGE 
 In this paper we have presented a list of general features that are 
(has to be) common to every IVA toolkit aiming to support 
development of IVA applications. The crucial point is that 
Pogamut supports these features with respect to three different 
virtual environments. Furthermore, Pogamut already proved its 
applicability by being used for international IVA competition, 
research and education. 
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VE / EA Java POSH Jason ACT-R 

UT2004 Yes Yes No Yes 
UDK Yes Yes No No 
Defcon Yes No Yes No 

 (1) VE (2) EAM (3) AP 

Implement VE editor 

IDE for coding 
reflexes and 

complex sensory and 
motor primitives  

IDE for creating 
agent plans 

Run Means for quick (re)starting of the whole tool chain 
(startup scripts or GUI). 

Observe and 
debug VE visualizer 

Interactive coding, 
sync. breakpoints 

with VE, logs. 

Interactive coding, 
sync. breakpoints 
with EAM, logs. 

Table 3. Existing tutorials and features of Pogamut toolkit for respective VE/AP combinations. 
 Designing Implementing & Debugging Testing & Validating 

VE / AP Installer Getting 
started doc. Tutorials Commented 

examples IDEs / Tools IDEs / Tools 

UT2004+Java Yes Yes Yes Yes NetBeans IDE, Debug GUI Experiment runner lib. 

UT2004+POSH Yes Yes Yes Yes NetBeans IDE with POSH Editor 
and POSH Debugger 

Experiment runner lib. 

UT2004+ACT-R Yes No Yes Yes NetBeans IDE X 

UDK+Java Yes Yes Partially Yes NetBeans IDE X 

UDK+POSH No No Partially No NetBeans IDE with POSH Editor 
and POSH Debugger 

X 

Defcon+Java No No Yes Yes NetBeans IDE for coding, Auto 
deploy & run Ant scripts 

X 

Defcon+Jason No No Yes Yes Auto deploy & run X 
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ABSTRACT
Intelligent software agents are increasingly being applied within
the smart grid; a future vision of an electricity distribution network
where information flows in both ways between between consumers
and suppliers, and where electricity prices change in real-time in re-
sponse to the current balance of supply and demand across the grid.
In this demonstration, we show a home heating management agent
that can learn the thermal characteristics of a home and predict lo-
cal weather conditions, in order to provide home owners with real-
time information about their daily heating costs. Furthermore, we
demonstrate how the agent can then optimise heating use to min-
imise cost and carbon emissions whilst satisfying the home owners
preferences for comfort.

Categories and Subject Descriptors
I.2.11 [Computing Methodologies]: Distributed Artificial Intelli-
gence

General Terms
Design, Algorithms, Experimentation, Theory

Keywords
Agent, smart grid, electricity, heating optimisation

1. INTRODUCTION
The creation of a smart electricity grid has been posed as one of the
greatest engineering challenges of this century, as countries face
dwindling non-renewable energy sources and work to minimise the
adverse effects of climate change due to carbon emissions [1]. To
this end, the UK government has committed to reducing carbon
emissions by 80% by 2050, and central to achieving this aim is the
mandated roll-out of smart meters to all 26M UK homes by 2020,
and support for the electrification of heating through the installation
of air and ground source heat pumps [2, 3]. However, this vision of
a smart grid, in which electricity prices change in real-time to re-
flect the current balance of supply and demand across the grid, pre-
supposes that the grid’s users are also capable of responding in real-
time to reduce loads [4]. In the case of domestic users, and particu-
larly for electric heating loads which involve a significant time lag
between cause and effect, this is currently not the case. Thus, the

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek
(eds.), 4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Intelligent Decentralised Energy-Aware Systems (iDEaS) (www.
ideasproject.info) and the Intelligent Agents for Home En-
ergy Management (www.homeenergyagents.info) projects
at the University of Southampton are developing and demonstrating
intelligent agents, to be deployed within these homes, to manage
energy use within them. These agents can learn the thermal charac-
teristics of a home, and predict local weather conditions, in order to
provide home owners with real-time information about their daily
heating costs. Furthermore, these agents can then optimise heating
use, taking full account of real-time pricing signals, to minimise
cost and carbon emissions whilst satisfying the home owner’s pref-
erences for comfort [5, 6].

2. HOME HEATINGMANAGEMENT
Our home heating management agent learns the thermal character-
istics of the home in which it is installed, and the environment in
which it operates. In more detail:

• Using internal and external temperature sensors, and by mon-
itoring the activity of the home’s heating system, the agent is
able to learn the thermal characteristics of the home. More
specifically, it models the thermal characteristics of the home
through a coupled set of differential equations that describe
the flow of heat from the heater, into the internal air, and then
out to the structure of the home, and the external environ-
ment. A regression process then fits the parameters of this
model to the temperature data observed, in order to define
(amongst other things) the heat output of the heating system
and the thermal leakage rate of the home.

• Using a computationally efficient implementation of multi-
output Gaussian processes, the agent then predicts the local
external temperature over the next 24 hours by combining
local measurements from an external sensor with predictions
from an online weather forecast. In doing so, it creates a site-
specific forecast for the next 24 hours, by explicitly consid-
ering both the period nature of its own 24 hour sensor data,
and the likely correlation with the online forecast data.

Using these factors the agent is able to predict the consequences, in
terms of cost and carbon, of any thermostat setting and provide this
information to the home owner through the agent’s graphical user
interface, informing them of the predicted daily cost and carbon
consequences of their current thermostat and time settings. Going
further, the agent is then able to fully optimise the use of heating
(using either an optimal CPLEX implementation or a computation-
ally efficient greedy heuristic). In doing so, it provides the same
level of comfort as a standard thermostat operating at the same set-
point temperature (evaluated using a comfort model based on the

1471



00:00 06:00 12:00 18:00 23:59
0

5

10

15

20

25

30
Home Energy Management Agent Internal Temperature (C)

Time

Te
m

pe
ra

tu
re

 (C
)

00:00 06:00 12:00 18:00 23:59
0

5

10

15

20

25

30
Thermostat Internal Temperature (C)

Time

Te
m

pe
ra

tu
re

 (C
)

00:00 06:00 12:00 18:00 23:59
−5
0
5
10
15

External Temperature (C)

Time

Te
m

pe
ra

tu
re

 (C
)

00:00 06:00 12:00 18:00 23:59
0

0.08
0.16
0.24
0.32

Electricity Price (£/kWh)

Time

Pr
ic

e 
(£

/k
W

h)

Figure 1: Example setting showing the home heating agent op-
timising heating use to maintain comfort whilst avoiding a crit-
ical pricing period.

ASHRAE thermal comfort standard — ANSI/ASHRAE Standard
55-2010) whilst also minimising either cost or carbon.

Figure 1 shows simulation results for an example setting where
the home heating management agent optimises heating to avoid a
critical pricing period (i.e. the time period 15:00 to 20:00 where
the price of electricity is £0.24 per kWh). In this case, we compare
the internal temperature of the home when the heating is controlled
by both a standard thermostat and the home heating management
agent. In both cases, the green shaded area represents the time in-
terval over which heating is required, and the red shaded area rep-
resents when the heating system is actually producing heat. Note
that the agent applies heat before the critical pricing period, allow-
ing the temperature to increase, and then allows this heat to leak
away over this period (the effect is exaggerated here for clarity). In
contrast, the standard thermostat applies heat uniformly across this
period. Similarly, note that the agent also exploits the low price
of electricity before 06:00 and supplies heat even though it is not
immediately required. In both cases, the agent is effectively storing
cheap electricity in the form of hot air, so that this stored energy
can be used when electricity is more expensive. This provides an
alternative to the use of more costly electrical storage batteries, and
in this setting, reduces heating costs over the day by 20%.

3. SOFTWARE IMPLEMENTATION
The home heating management agent described here has been im-
plemented within a Java software simulation (see Figures 2 and 3).
The simulation represents the physical environment of the home,
and is driven by real sensor and weather data for January 2010. A
touch sensitive display provides a graphical user interface for the
agent that displays the cost and carbon emissions corresponding
to any thermostat setting, and allows the both the thermostat set-
ting and mode of operation to be adjusted. A video of the simula-

Figure 2: Software implementation of the simulated environ-
ment and the graphical user interface to the home heatingman-
agement agent.

Figure 3: Graphical view of the software agent in operation
learning environmental parameters and optimising heating use.

tor and agent in operation is available online (see http://www.
ideasproject.info/research.php/).

4. CONCLUSIONS
The work demonstrated here shows that a home heating manage-
ment agent deployed within a home can yield significant cost and
carbon savings whilst also facilitating the type of demand response
envisaged within the smart grid (i.e. the ability to reduce electricity
demand at peak times through real-time pricing). Our future work
is focused on developing the currently simulated system into a real-
world deployment in conjunction with industrial partners, and to
this end, we are currently working to close the control loop and
trial the complete controller on a number of instrumented homes
owned by the University.
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ABSTRACT
With scaling of multi-robot teams deployed in military operations,
there is a need to boost autonomy of individual, as well as team
behaviors. We developed a feature-rich simulation testbed for ex-
perimental evaluation of multi-agent coordination mechanisms ap-
plicable in tactical military operations in urban warfare. In partic-
ular, we investigated and implemented four approaches including
multi-agent mission planning and plan repair, reactive planning for
teamwork, patrolling of mobile targets, and tracking of smart tar-
gets. Besides the live-system demonstrator, we aim to showcase a
scenario engaging a human in a pursuit-evasion game against the
algorithms we implemented.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence—
Intelligent agents, Multi-agent systems

Keywords
tactical operations, game theory, multi-agent coordination and team-
work, planing and plan repair, simulation toolkits

1. ROBOTS IN TACTICAL OPERATIONS
Maturing of hardware robotic technologies enabled a widespread

utilization of robots as a supportive technology in military opera-
tions. Their use in urban warfare has proven its merits, be it in
bomb disarmament, or information-collection tasks, such as area
surveillance or tracking of mobile targets. While the state-of-the-
art techniques for robot control based on teleoperation suffice for
handling individual robots, they do not scale well to larger-scale op-
erations. Missions like performing several information-collection
tasks concurrently in a geographically large urban area are, how-
ever, well in reach of the modern hardware technology. In turn,
there is a growing need for development of mechanisms for au-
tonomous operation of multi-robot teams in such scenarios.

Here we report on results of the project Tactical AgentScout1

carried out by our group in the years 2009–2011, in which we stud-
ied coordination mechanisms for multi-agent systems in the context
∗Demo video: http://agents.cz/download/tas2/
1http://agents.cz/projects/agentscout2/

Appears in: Proceedings of the 11th International Conference
on Autonomous Agents and Multiagent Systems (AAMAS 2012),
Conitzer, Winikoff, Padgham, and van der Hoek (eds.), June, 4–8, 2012,
Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

Figure 1: Tactical AgentScout simulator facilitates rich mod-
els of physical reality and supports physical mobility dynamics
of robots, such as ground and aerial vehicles, be it fixed-wing
aircraft, helicopters or various rotorcraft.

of tactical military operations in urban warfare. A typical scenario
involves a mixed human-robot team acting in an urban area so as to
find and arrive to a safe-house where a person of interest is held, se-
cure the person and finally escort it to a given destination where the
mission ends. To support an experimental evaluation of four par-
ticular multi-agent coordination techniques we studied, we imple-
mented an agent-based simulator. It allows us to test the resulting
agent behaviors in more realistic settings and provides a visually
attractive and interactive live-system demonstrator.

2. MULTI-AGENT COORDINATION
We studied four coordination techniques in the context of a res-

cue scenario in a hostile urban environment. Each approach comes
with a test-case demonstrator and an accompanying video material,
which are a part of the live-system demonstrator.

Multi-agent planning and plan repair
To carry out the rescue scenario, the team of cooperative robots
with heterogeneous capabilities needs to plan the mission including
the coordination among the team members, none of which is able
to complete it without a help of the others. The hostile urban area
represents a highly dynamic environment in which action and in
turn also high-level task execution often fails.

We investigated techniques of fully decentralized mission plan-
ning and subsequent plan repair in the case of a plan failure [2]. At
the heart of our approach lies a multi-agent extension of classical
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planning based on distributed constraint satisfaction. For the case
of a plan failure, we proposed several decentralized plan repair al-
gorithms preserving as much of the original plan as possible. The
planning, execution, monitoring and plan repair components are all
fully distributed and based on a state-of-the-art multi-agent plan-
ning approach MA-STRIPS. Our experiments demonstrate that in
a case of an unexpected plan failure, decentralized plan repair leads
to a lower communication overhead than a naive replanning.

Reactive planning for teamwork
Predictability of peer behavior is of paramount importance in mixed
human-robot teams in military scenarios, such as traversal of clut-
tered urban environment by an alert squad. Execution of pre-scripted
behaviors is more suitable in such contexts in contrast to fully au-
tomated mechanisms for activity planning.

We studied extensions of agent-oriented programming techniques
to multi-agent teamwork programming and coordination. We em-
ployed and adapted the framework of Distributed Commitment Ma-
chines (DCM) and formulated mission specifications as intercon-
nected networks of individually executable agent commitments. A
DCM takes care of both activation of new commitments succeed-
ing the completed ones, as well as correct handling of plan inter-
ruptions. Our initial experiments indicate that the DCM framework
is a promising tool for concise specification of team-level missions
and that reactive agent programs implementing a DCM-based mis-
sion specification are capable of generating correct and elaboration
tolerant behavior patterns.

Patrolling of mobile targets
Convoys traversing a hostile urban area need to be protected. Firstly,
an aerial patrol needs to re-visit the convoys sufficiently often to
minimize the window of opportunity for the adversary to attack.
Secondly, the patrol’s route must be randomized so as to minimize
its own predictability assuming the adversaries observe the patrol.

To model the scenario, we used a computational game-theoretic
model termed patrolling games [1], which we extended with the
concept of mobile targets that correspond to the traversing convoys.
We use Strong Stackelberg Equilibrium (SSE) as the solution con-
cept in the patrolling games. In turn, we formalized computing
SSE as finding a solution to a set of non-linear mathematical pro-
grams. We performed an experimental evaluation of the model on
a scenario with a large number of adversaries aiming to attack the
convoys and compared the game-theoretic approach with the deter-
ministic patrolling strategy. Our technique achieved better results
even though a number of simplifying assumptions of the mathemat-
ical model were not met in the experimental environment.

Tracking of smart targets
Smart targets are those aware that they are being pursued and try to
actively avoid the tracker. Tracking of such targets is particularly
challenging due to the need to be able to predict the adversary’s
moves and execute a rational behavior against its best strategies.

Our solution was based on a game-theoretic model of pursuit-
evasion game with imperfect-information [3]. We model the visibility-
based pursuit-evasion game as an imperfect-information extensive
form game. The game is too large to compute its exact Nash equi-
librium, hence we use the information-set search approach with
paranoid opponent model that computes a guaranteed strategy of
the players. To meet the real-time computational constraints, we
used Monte Carlo tree search to explore the information-set trees.
Our experimental results indicate that this combination of tech-
niques allows creating a successful autonomous team of pursuers in
practically large domains with real-time computational constraints.

3. DEMONSTRATOR
Our aim is to demonstrate the results of the project embodied in

a multi-agent simulator testbed, as well as the underlying techno-
logical platform. To this end, we will demonstrate the live Tactical
AgentScout system running a series of example scenarios show-
casing the multi-agent coordination mechanisms discussed above
in an example of a tactical rescue mission in a simulated complex
urban environment. The example multi-robot systems are embod-
ied in a simulated physical environment developed in an in-house
agent toolkit Alite2. Besides facilitating en masse experimental
data collection, the platform enables rapid modeling of various
types of robotic assets (see Figure 1), including features such as
physical dynamics of vehicles, physical occlusions, 3D landscape,
both discrete, as well as event-based simulations, etc.

Furthermore, the live-system demonstration will be accompa-
nied by an interactive interface allowing a human subject to engage
the implemented game-theoretic algorithms in a pursuit-evasion
game. The human will be able to control the evader in two basic
modes: the full information scenario presenting all the information
about the state of the simulation, and an incomplete-information
mode providing the evader with only limited sensory data about
the world (e.g., unknown positions of the pursuers). The first mode
supports debugging and analysis of the algorithms, while the later
facilitates evaluation of the methods against a human adversary.

4. DISCUSSION AND FINAL REMARKS
Development and evaluation of multi-agent coordination algo-

rithms targeting their deployment on robotic assets is a challenging
task. On one hand, evaluation on target physical platforms is ex-
pensive and possibly even risky, or legally problematic (e.g., flight
permissions). On the other, testing in simulations is prone to ne-
glect important, but often not obvious constraints of the physical
reality. Our approach is innovative in that we experimentally evalu-
ate the techniques in high-fidelity simulations allowing us to model
relevant physical features in detail, be it visibility occlusions by
buildings, interactions of terrain with physical dynamics of ground
vehicles, etc. The natural next step, a subject of an on-going in-
tensive effort in our group, is to adapt and deploy the coordination
techniques to real-world robotic hardware, in our case unmanned
aircrafts. The underlying multi-agent toolkit Alite provides an open
and flexible platform for rapid implementation of the supporting
infrastructure in terms of series of experimental simulations and
mixed-reality simulations.
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ABSTRACT
We present MITRO: Maastricht Intelligent Telepresence
RObot, a custom-built robot system specifically designed
for augmented telepresence with assisted control. Telepres-
ence robots can be deployed in a wide range of application
domains, and augmented presence with assisted control can
greatly improve the experience for the user.

Categories and Subject Descriptors
I.2.9 [Robotics]: Autonomous vehicles, Operator interfaces

General Terms
Experimentation

Keywords
Telepresence, autonomous navigation, tele-operation

1. INTRODUCTION
Although the idea of a teleoperated robot for remote pres-

ence is not new [4], only recently have so called telepres-
ence robots become available to the broader public [2, 5, 6].
The idea of a mobile telepresence robot stems from the in-
herent limitations imposed by traditional videoconferencing
systems, in which interaction is restricted to the meeting
room only. Such systems do not allow the user to join the -
often important - informal part of meetings generally taking
place in hallways and coffee corners. A teleoperated robot
can provide means for a mobile teleconferencing system, al-
lowing the user to interact more naturally in the remote
office environment.

Various authors have already investigated the use of mo-
bile robots for telepresence. In [6] the authors compare two
recently launched commercial products, Anybots’ QB and
VGo Communications’ VGo, with respect to user experience
in two scenarios: the scheduled meeting, and the informal
hallway meeting. One of their findings is that adding some
level of autonomy would enhance the user experience, as it
would allow to focus more attention to the conversation and
interaction, and less to driving. One possible solution, as-
sisted navigation, is investigated in [5]; the authors conclude

Appears in: Proceedings of the 11th International Confer-
ence on Autonomous Agents and Multiagent Systems (AA-
MAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek (eds.),
June, 4–8, 2012, Valencia, Spain.
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Multiagent Systems (www.ifaamas.org). All rights reserved.

that assisted navigation decreases the number of collisions
with objects in the environment.

To provide assisted control the robot has to be outfitted
with a range of sensors that allow to observe the surround-
ings and steer clear of obstacles. These sensors can also be
used to provide additional information to the remote user or
allow for additional functionality. Augmented telepresence
with assisted control goes beyond the idea of a teleoperated
robot simply equipped with a screen and camera. Mapping
and localization functionality are used to provide the remote
user with a floor map indicating the current location; the
map can be annotated (e.g. room numbers) and relevant in-
formation is overlaid on the live video feed. Furthermore, the
system can autonomously return to its charging location af-
ter a meeting or wait ready-to-use at a preset location before
the meeting commences. People detection and tracking can
be used to automatically follow a person to her office; while
face tracking allows to follow a conversation without con-
stant steering corrections to keep the conversational partner
centered on the screen.

2. IMPACT
Telepresence robots can be deployed in a wide range of

application domains, e.g. in workplaces, the public sector
or for home use. Telepresence robots are already being used
in hospitals to allow doctors and specialists to give consul-
tations from afar [6]. Assisted living facilities outfitted with
telepresence systems can provide 24/7 supervision and assis-
tance through remote caregivers. Family members or friends
can use the system to pay a virtual visit when time does not
allow to be present in person. Telepresence robots can also
be used to give people with restricted mobility a new way to
outreach and interact beyond their usual living quarters. In
all these domains, augmented presence with assisted control
can greatly improve the experience for the user.

3. SYSTEM
We present a custom-built robot system (see Figure 1)

specifically designed for augmented telepresence with as-
sisted control [1]. MITRO - Maastricht Intelligent Telepres-
ence RObot - is an ongoing research project at the Swarm-
lab1, the robotics laboratory at the Department of Knowl-
edge Engineering (DKE), Maastricht University.

1For more information visit:
http://maastrichtuniversity.nl/swarmlab
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Figure 1: Interacting with MITRO.

3.1 System specifications
The MITRO platform is based on the Parallax Mobile

Robot Base kit, which includes the base plate (! 46 cm),
powerful motors and 6 inch wheels with pneumatic tires.
Additionally, a Hokuyo URG-04LX-UG01 laser range finder
is mounted at the front of the base to provide a detailed
representation of the environment (240◦ range; 0.36◦ reso-
lution; 10 Hz rate, 4m range), used for mapping and local-
ization. A pole is fitted on the base plate and serves as the
elevated attachment point for the 14" LCD screen, speak-
ers, two cameras (one pointing forward for conversations,
one fish-eye camera pointing downwards for driving), and
a Microsoft Kinect sensor. The latter is used for people
tracking and obstacle avoidance, and can be used to extract
additional features from the environment. The robot has an
overall height of 160 cm, the size of a small person, allowing
for natural conversation while standing or being seated.

3.2 Software
The MITRO project makes use of and contributes to ROS2,

an open source robot operating system [3]. The modular-
ity and easy extendability of this system makes it an ideal
choice for the development of a wide range of robotics ap-
plications. ROS fully supports Ubuntu, which makes this
the main operating system of choice. In addition to ROS,
MITRO makes use of cross-platform video conferencing soft-
ware and an interface, which enables the user to control the
robot, and receive status updates (see Figure 2).

3.3 Capabilities
In order to provide assisted control and augmented telep-

resence, the robot is able to perform SLAM (simultaneous
localization and mapping) to build a map of its environ-
ment. This map is used subsequently for localization and
autonomous navigation, and can be annotated by the user
for convenience. Obstacle avoidance is implemented using
a range of sensors, which provides assistance during manual
operation or full autonomous navigation if desired. People
and face tracking can be used for more natural interactions.

4. DEMONSTRATION
We invite people to engage in a hands-on experience with

our MITRO telepresence platform. A laptop computer run-

2For more information on ROS visit: http://www.ros.org

Figure 2: MITRO user interface

ning the client-side control interface and video-conferencing
application allows the user to steer the robot around, take
part in conversations and test the assisted control. Addi-
tional information (such as an annotated map) is also avail-
able. Furthermore, we will demonstrate autonomous drive
to a chosen location (e.g. charging station) and people track-
ing. For more information, visit:
http://swarmlab.unimaas.nl/papers/aamas-2012-demo/.
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ABSTRACT 
Steering techniques present an important approach to navigation 
of 3D human-like characters; however, tools for teaching these 
techniques to students of courses on computer games, computer 
graphics or software agents are lacking. Here, we present three 
freely available tools that can be used for this purpose. The first 
one is a Java library of steering behaviors for Pogamut toolkit for 
developing control mechanisms of virtual agents. The second one 
is SteeringTool, an “off-the-shelf” simulation enabling students to 
investigate how steering rules work in various situations and 
under a variety of conditions, and the third one is a serious game 
SteeringGame for motivating students to study this topic.  

Categories and Subject Descriptors 
I.6.5 [Simulation and modeling]: Model Development  

General Terms 
Algorithms 

Keywords 
Steering behaviors, Human-like virtual agents, Interactive agent-
based software systems, Virtual agents and interactive virtual 
environments, Agent-based games, Open-source software tools for 
agent-based system development, Education. 

1. INTRODUCTION 
Steering behaviors of C. W. Reynolds [1] are a well known 
mechanism of navigating virtual agents in a virtual environment. 
They are simple, predictable and computationally inexpensive. 
There are several tools for development and demonstration of 
steering behaviors [2,3] and their comparison and debugging 
[4,5,6]. However, these tools mostly concentrate on the navigation 
of boids (e.g., bird flocks or fish schools). Many applications, 
such as computer games or urban simulations, feature 3D human-
like agents, which brings specific requirements on steering 
behaviors compared to non-human-like agents. For instance, a 
human observer has usually specific expectations concerning 
smoothness of the human-like agents’ movement, their ability to 
anticipate and plan actions ahead, but also express social relations 
to other agents. To our knowledge, a freely available tool 
supporting education of steering behaviors in the context of 3D 
human-like agents has been lacking. Such a tool should not only 
allow a teacher to demonstrate various steering rules to students, 
but also enable students to gain “hands-on” experience with 
steering behaviors in a large 3D simulations featuring agents with 

customizable steering behaviors. 

We have created a freely available Java library of several steering 
behaviors, based on these of C.W. Reynolds, but tailored to 3D 
human-like agents. Also, we have created a new steering Walk 
Along [7], used to steer pairs of people. This steering behavior 
shows that steering behaviors may not only control low-level 
navigation, but they may also be used to express social relations 
between agents. The library is connected to a tool Pogamut [8] for 
development of control mechanisms of virtual agents, but also to 
about 1 km2 large 3D virtual town with four 3D agent avatars we 
developed; all freely available for educational purposes. The 3D 
world runs in UnrealEngine2Runtime. On the top of that, we have 
developed a 3D simulation SteeringTool, in which students can 
investigate the consequences of the steering behaviors and various 
settings of their parameters. Finally, we have also developed a 
serious game SteeringGame that challenges students with several 
logical tasks on practicing steering techniques. The intended 
audience is university students and interested high-school 
students, and their teachers. The toolkit is suitable for steering up 
to about a dozen of agents, not for crowd simulations. 

In this paper, we present the Java library and the two applications. 
All the mentioned software and the video showing its use is 
available at http://diana.ms.mff.cuni.cz/pogamut-games/. 

2. UT2004STEERING LIBRARY 
The library has been written in Java, detailed description of its 
architecture can be found in [9], a shorter overview is in [7].  

In our library, we have implemented the following seven steering 
behaviors: Target Approaching, Obstacle Avoidance, Path 
Following, Leader Following, Wall Following, People Avoidance, 
and Walk Along. The first five are based on [1]. People 
Avoidance uses a similar approach as in [10]. Leader Following 
allows for setting the agent’s relative position to the leader, which 
is our innovation to Reynolds’ version of this steering behavior. 
Walk Along is our new steering behavior and is detailed in [7]. 
All steering behaviors are detailed in [9]. 

Examples of our improvements to believability of human-like 
agents are: The agents steered by People Avoidance predict 
movement of nearby agents, applying further slowing, 
acceleration or rotation vectors to themselves, thus preventing 
collisions in more human-like way. Path Following has been made 
more fluent by adding a steering vector parallel with the current 
direction of the path. Followers in Leader Following may be 
steered to a specific location relative to the leader (e.g., 200 cm to 
the right from the leader), thus any formations may be made. The 
newly created Walk Along steering has been designed for human-
like agents from the beginning. 

In general, the exact impact of implemented steering behaviors on 
believability largely depends on the values of their parameters, 

Appears in: Proceedings of the 11th International Conference on 
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which may be set by the user. This makes the library versatile and 
more interesting from the educational point of view.  

3. STEERING TOOL SIMULATION 
The SteeringTool simulation has been created with the purpose of 
easy observation, testing and thereby understanding of steering 
behaviors. The application contains two main windows: the 
window displaying our 3D virtual city and the window used to 
assign steering behaviors to virtual agents. The user chooses the 
number of agents in the scene, where they start, how they are 
turned and several other attributes (starting velocity, texture of the 
agent, etc.). The user also assigns various steering behaviors to 
these agents (different agents may have different behaviors) and 
sets the parameters of these steering behaviors (e.g., target 
location, who is the leader, how powerfully is the agent repelled 
by other agents). 

The application contains a bird-eye-view map of the city, 
showing, for all agents, their target locations and the path chosen 
by Path Following steering (if used). The locations may be moved 
around the map by dragging. 

When all parameters of the scene are set, the scene may be played 
and watched in the 3D virtual environment. The scene may be 
paused. During a pause, steering behaviors may be reassigned 
and/or get different parameters. It is also possible to save the 
scene; it may be loaded and replayed again later. 

An important component of the application is Trajectories. The 
user may load data of previously saved scenes and display the 
trajectories of agents in the scene. It is displayed how the 
trajectories change in time, along with forces that affected the 
agents. This is crucial for understanding how various steering 
behaviors work and, most importantly, why. Trajectories of 
several scenes may be displayed simultaneously, thus allowing the 
user to compare several scenarios at once.  

For educational purposes, the application contains predesigned 
scenes demonstrating specific features of implemented steering 
behaviors and their combinations. Some of these scenes 
concentrate on the innovations of steering behaviors that lead to 
higher believability in human-like agents. In the tool, it is easy to 
compare how the agents behave with and without the innovations. 

4. STEERING GAME 
Part of the toolkit is a serious logical minigame SteeringGame. 
The player solves various missions by assigning proper steering 
behaviors to agents in the mission, so that they go through a set of 
predesigned checkpoints. The user has to find a proper 
combination of steering behaviors to solve the situation and 
she/he has to set the steering behaviors’ parameters properly. The 
missions are of four difficulty levels, the first being a tutorial. 
With the growing difficulty of missions, the player understands 
increasingly more delicate mechanisms of steering behaviors 
without reading complicated manuals. An editor of new missions 
is included for teachers.  

5. CONCLUSION 
We have presented a toolkit facilitating education in the field of 
3D human-like virtual agents. The toolkit features three tools:  

UT2004SteeringLibrary, SteeringTool and SteeringGame. The 
toolkit should mainly serve to make teaching steering behaviors 
easy and more fun. The application has been tested by local 
students and evaluated as easy-to-understand. The application is 
finished, including a help and a tutorial in English, and it is ready 
to be used.  

We believe that university students may use this toolkit to further 
their knowledge of virtual agents’ navigation and that more high-
school students will become attracted to computer science and 
software agents in particular, via playing SteeringGame. 
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ABSTRACT
As of today, the behavior of avatars in virtual worlds is usu-
ally realized by script sequences which provide the illusion
of intelligent behavior to the user. In the research project
ISReal, our research group developed the first platform for
deploying virtual worlds based on Semantic Web technol-
ogy, which enables agents to reason about and plan with
semantically annotated 3D objects. Powerful tool support
is required to design agents which exploit the functionality
of the ISReal platform. We decided to reuse existing facil-
ities provided by the model-driven Bochica framework for
AOSE and extended it with a platform model for agents
situated in semantically-enhanced simulated realities.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems; D.2.6 [Programming Environment]: Graphical
environments

General Terms
Design, Languages

Keywords
Agent Oriented Software Engineering, Development Envi-
ronment, Semantic Virtual Worlds

1. INTRODUCTION
Modeling multiagent systems (MAS) is a complex endeav-

our. An ideal domain specific agent modeling language would
be tailored to a certain application domain (e.g. virtual
worlds) as well as to the target execution environment (e.g.
a legacy virtual reality platform). At the same time it is
desirable to reuse application domain independent model
artifacts that already proved their use. In [3], the Bochica
framework for engineering MAS was introduced. It is is
based on the platform independent core modeling language
Dsml4Mas and can be tailored through several extension
interfaces to the user’s needs.

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
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The underlying idea of the ISReal project was to use Se-
mantic Web technology to enhance purely geometric ob-
jects with ontological information (OWL-based) and specify
their functionality by semantic service descriptions (OWL-S-
based), called object services [1]. Object services are ground-
ed in animation and simulation modules. Intelligent avatars
are equipped with a sensor component to perceive this in-
formation. Developing ISReal avatars involves, beside the
core concepts of MAS (e.g. goals, behaviors, and interac-
tion protocols) also ISReal specific aspects such as Semantic
Web technology and 3D-related concepts. The remainder
of this paper provides an overview of the Bochica frame-
work (Section 2) and the ISReal specific extensions for the
development environment (Section 3).

2. THE BOCHICA FRAMEWORK
The Bochica framework evolved from the Pim4Agents

approach and is based on Eclipse technology. Here follows
an overview of some of the new features:

Expressiveness. Expressive modeling languages are re-
quired for closing the gap between models and code. For this
purpose, we further developed the underlying core modeling
language so that large portions of the source code can be
generated.

Conceptual Extensions. The Bochica framework of-
fers various interface concepts that can be extended through
external plug-ins. For example, existing concepts can be
specialized for certain application domains or execution en-
vironments. Moreover, new ways for modeling existing as-
pects can be contributed (e.g. behaviors or interactions).

Language Extensions. There exists a large number of
software languages that are relevant for developing agent-
based systems such as knowledge representation languages,
query languages, or programming languages. Bochica pro-
vides abstract language interfaces such as BooleanExpres-

sion or ContextCondition which can be extended by ex-
ternal language plug-ins. The interfaces check syntactical
correctness and the binding of variable symbols in the sur-
rounding scope.

Transformations. The Bochica framework uses modu-
lar base transformations for generating code for certain tar-
get agent execution platforms. As Bochica gets extended,
an extension transformation extends a base transformation
for the new concepts. Currently, we have a base transfor-
mation for Jadex which is implemented in QVT.

Reusability. It is desirable to reuse model artifacts that
proved their practical use and were validated (e.g. inter-
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Figure 1: The development environment for IS-
Real agents consists of a Jadex base transforma-
tion (green), behavior and information model trans-
formations (gray), and ISReal specific extensions
(blue).

action protocols or goal hierarchies). For this purpose, we
established a reverse engineering approach for extracting the
underlying structure of Jadex BDI agents [2]. The approach
is used to build up model repositories and ease the migration
of existing projects to Bochica.

3. PLATFORM EXTENSION FOR ISREAL
For the development of intelligent ISReal avatars we de-

cided to reuse the facilities of the Bochica framework by
providing a ISReal platform extension (see Figure 1). The
main features are:

ISReal Concepts. The ISReal platform model contri-
butes ISReal specific concepts such as ISReal sensor config-
urations and the configuration of the agents’ local knowledge
bases (e.g. known object services, A- and T-Box).

Service Orchestration. ISReal agents use their sen-
sor component for perception-based service discovery and
orchestrate object services of the virtual environment using
plans. We extended the modeling environment such that IS-
Real object services can be orchestrated by plan templates.

Semantic Web. In order to enable intelligent ISReal
avatars for SPARQL-based reasoning, we provide a SPARQL
language extension for Bochica. This extension allows for
example to define the target condition of goals and the con-
text condition of plans with SPARQL. We re-used the SPAR-
QL domain specific language provided by EMFText1.

ISReal Transformation. Based on the existing base
transformation from Bochica to Jadex we created an ex-
tension transformation which provides additional mapping
rules for ISReal specific artifacts. For example, it is respon-
sible for generating configurations of the agents’ knowledge
bases, the SPARQL extension, and the integration into the
overall ISReal platform.

ISReal View. Finally, the ISReal plug-in provides a cus-
tom ISReal view which allows the creation and configuration
of ISReal specific model artifacts such as the agent sensor
and the knowledge base configuration.

1http://www.emftext.org/

Figure 2: This figure depicts an intelligent avatar
operating a virtual machine using object services.
The user interface is based on XML3D.

4. CONCLUSION
In this paper we provided an overview of the development

environment for intelligent ISReal avatars. The developed
cross-disciplinary system integrates agent, Semantic Web,
and AI technology, computer graphics, as well as model-
driven AOSE. The demonstrator will cover all aspects start-
ing from the modeling phase, throughout code generation,
and the execution in the ISReal platform (see Figure 2). The
reuse of the infrastructure provided by the Bochica frame-
work reduces development and maintenance costs of the tool
chain. A set of slides and a video can be found at2.
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ABSTRACT
DipGame is a testbed for MAS negotiation involving hu-
mans. It is very appropriate to run experiments that mix
humans and agents. In this demonstration we introduce an
application to facilitate the execution of experiments on sev-
eral machines and with a friendly graphical user interface.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

General Terms
Experimentation

Keywords
application, negotiation, testbed, diplomacy game.

1. INTRODUCTION
There are recognised difficulties of running experiments

on negotiation involving both human agents and software
agents [3]. These difficulties are delaying the production of
automated negotiation agents. First, most research work on
negotiation techniques does not consider humans as coun-
terparts of automated negotiation agents. Second, enticing
humans to participate in negotiation experiments is difficult
because the negotiation environment is artificial and not at-
tractive, and because the language to use in interactions is
unnaturally constrained. Some of the barriers of the latter
type are solved by the DipGame testbed [2].

DipGame provides an environment where agents incarnate
one of the seven Great European Powers as defined by the
Diplomacy Game (http://en.wikibooks.org/wiki/Diplomacy/
Rules). This game temporally splits in turns where all play-
ers move the units that they control over a map of Eu-
rope. The goal of the game is to conquer Europe and this
is achieved performing cooperative moves with other players
that where agreed in the negotiation round that takes place
before each turn is executed. Those agreements, usually
alliances, can be dishonoured. All the game is about under-
standing the relationships among agents, knowing to what
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extend we can ask for help and guessing whether someone
is trustful or not [4].

In DipGame we cope with the language problem by pro-
viding a formal language and a library that translates hu-
man messages about Diplomacy from (a restricted set of)
English into the formal language, [2]. This library and a
friendly user interface to write the messages are integrated
as a web application that everybody can use to play online
against other humans and software agents. This interface
is available at http://www.dipgame.org and helps attracting
Diplomacy players to take part in our experiments.

The analysis of the data produced by negotiation experi-
ments, consisting of several game executions, is made with
the help of DipTools [1]. This tool allows the experimenter
to group the results of sets of game executions in order to
compare and analyse them in a intuitive and graphical way.

Several research labs have shown their interest on using
the DipGame testbed and have started to design negotiat-
ing agents. Building a DipGame negotiation agent became
an assignment for some undergraduate and master students
who reported the difficulty of testing their agents offline
without a simple graphical interface that would allow to set
the experimental variables and to collect the resulting exper-
imental data. Offline agent testing is crucial to ensure that
software agents perform well and do not crash while play-
ing a game with humans, as this would demotivate them to
continue in the experiment. This is the main goal of the
experiment manager that we will present in this demo: to
facilitate the offline testing of DipGame agents.

Section 2 describes the software that has been developed
and Section 3 provides an example of how to use the exper-
iment manager.

Figure 1: Screenshot of the human graphical inter-
face, ChatApp. The chat is on the right and the
map on the left.
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2. SOFTWARE DESCRIPTION
The experiment manager, released as the DipGame Game-

Manager, provides a graphical user interface where games
can be set up. The application is multi-platform and runs on
several devices. It allows to select the players that will take
part in an experiment. Each player can be either a provided
software agent (currently four such agents are included in
the software release), a software agent programmed by the
experimenter, or a human interacting through a graphical
interface.

The graphical interface for humans is called ChatApp and
can be seen in Figure 1. This human interface is included in
GameManager and it is also released as an standalone ap-
plication. ChatApp provides a chat functionality similar to
most instant messaging software available in the market. In
addition, this chat translates the natural language messages
into the formal language that automated agents understand
and vice-versa. This translation is done in such a way that
players do not know whether the opponent is a human or an
agent. Finally, ChatApp renders a map used to select the
movements to perform.

The manager allows to set a player to empty. This means
that the game can be launched even though there are play-
ers missing. Once launched, the game will wait for those
missing players to connect using the IP address and port in-
dicated by the manager. Missing players can be standalone
applications. ChatApp is an example of such standalone ap-
plication. Software agents can also be executed this way. In
section 3 we present an example of experiment concurrently
executed over several machines.

3. EXAMPLE
The typical users of the experiment manager are researchers

that are developing their own software agents. To run an ex-
periment you have to first download the tool and incorporate
your agent into the manager. The software and the instruc-
tions for incorporating agents are available at the GameM-
anager section of the DipGame site. Next, you can run the
manager and set the experiment selecting the players you
like to take part in it. Among the available players you will
find those software agents that you incorporated. Finally,
run the experiment and save the results into a file.

In [1] we described how to analyse the results of an ex-
periment involving several game executions with negotiating
and non-negotiating agents. To run an experiment involv-
ing, for instance, four copies of your software agent (each one
with possibly different parameter values) and three human
agents, you will need at least three machines to interface
with the three humans. Three machines would be enough
as one might run the experiment manager and the other
two the ChatApp standalone application. Thus the exper-
iment manager would have four players set to the software
agent, one player set to human and the last two players
set to empty. When running the experiment, the manager
launches the game with two players missing and launches
also a ChatApp integrated with the manager. This human
interface can be used by one of the humans. For the game
to be able to start, the other two humans should connect
to the manager by introducing vis their graphical interface
the IP of the manager that is shown in the manager main
window.

The human interface integrated with the experiment man-

Figure 2: Example of chart extracted from [1]. Per-
centage of games won per number of negotiating
agents. The dashed line represents the percent-
age of victories of negotiating agents and the doted
line the percentage of victories of non negotiating
agents. The continuous lines (increasing and de-
creasing) represent the expected percentage of ne-
gotiating and non-negotiating agents in case they all
were equal. This particular graphic shows that ne-
gotiating agents perform better in the experiment.

ager should be used only for testing purposes as the human
using it would have access to private messages sent between
the other players. When the game ends, or when the game
is cancelled,1 the results can be stored in a file. Then, we
can take one or several experiment result files, upload them
into DipTools and visualise the results as shown in Figure 2
for a particular experiment.

This paper is accompanied with a video demonstration
available at http://www.dipgame.org/media/AAMAS2012demo.
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ABSTRACT
Most of MAS methodologies and infrastructures do not con-
sider direct human participation even though humans can
be seen as autonomous entities (i.e. human agents). Virtual
Worlds (VW) provide all the necessary means for direct hu-
man inclusion into software systems. Virtual Institutions
(VI) take advantage of this and combine Electronic Insti-
tutions (EI) and VWs to engineer MAS applications where
humans participate together with software agents. In this
demo, we introduce virtual mWater (v-mWater), a VI for
water rights negotiation.

1. INTRODUCTION
Virtual institutions (VI) [1] offer interesting possibilities

to both 3D virtual environments and MAS. First, thanks
to the regulation imposed by an organization centred MAS
–in our case an Electronic Institution (EI) [2]–, the 3D en-
vironment becomes a normative Virtual World (VW) where
norms are enforced at runtime. Second, this 3D real-time
system representation allows a human be aware of its sys-
tem state and to directly participate in MAS by controlling
her/his avatar in an immersive environment.

This demo illustrates a v irtual market based on trading
Water (v-mWater) modelled as a VI with the aim of co-
ordinating participants’ interactions and supporting direct
human participation in MAS. VIs provide a seamless inter-
action between both human and software agent participants.
We present i) the specification of the system, ii) the VW gen-
eration from this specification, iii) the deployment using the
Virtual Institution Execution Environment (VIXEE) and iv)
how participants interact in the virtual environment.

v-mWater has been deployed using VIXEE, a robust Vir-
tual Institution eXEcution Environment that provides inter-
esting features, such as multi-verse communication and dy-
namic manipulation of the VW content. VIXEE is a generic
and domain-independent solution. Its performance has been
evaluated in high load scenarios (more than 500 agents).

1This work is partially funded by EVE (TIN2009-14702-
C02-01 / TIN2009-14702-C02-02), AT (CONSOLIDER
CSD2007-0022) and TIN2011-24220 Spanish research
projects, EU-FEDER funds and the Catalan Association for
Artificial Intelligence (ACIA).
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4-8 June 2012, Valencia, Spain.
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Figure 1: Extract of v-mWater model specification

VIXEE does not introduce any limitations on the scalabil-
ity of the system as it maintains fast response times even in
these scenarios [6]. Although v-mWater is an e-Government
application, VI can also be used in other domains which may
benefit from structured interactions and norm enforcement
such as e-Learning and e-Commerce.

2. v-mWATER MODEL
The v irtual market based on trading Water (v-mWater)

is a VI which models an electronic market of water rights.
The market is a simplification of mWater [3] which is an
Electronic Institution (EI) focusing on a water market and
including conflict resolution features.

In v-mWater scenario, agents may adopt a number of
roles. Irrigator agents can participate as either buyer or
seller subroles while market facilitator and basin authority
correspond to staff agents. Figure 1 shows an extract of the
performative structure [2] (i. e. the work-flow among several
agent activities called scenes in EI) of v-mWater. Besides
the obligated initial and final activities to enter and exit
the institution, it has three activities which enact the mar-
ket: Registration, where the market facilitator is in charge
of registering sellers’ rights; Waiting and Information, where
irrigators can ask for auctions’ information to the market fa-
cilitator; and Auction, where the negotiation of water rights
takes place. The auction protocol is multi-unit Japanese.
We selected this protocol because it is suitable for perish-
able and divisible goods (in our case, water). Water rights
are auctioned in consecutive rounds. There are three roles
involved in this activity: buyers bid for water rights, the
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Figure 2: Initial aerial view of v-mWater

market facilitator conducts the auction and the basin au-
thority announces the resulting valid agreements.

3. v-mWATER DEPLOYMENT
In order to engineer v-mWater, we follow three steps.

First, we specify the normative control layer of the VI –
that is an EI– using ISLANDER tool [2]. The output is the
EI specification introduced in section 2. Second, we auto-
matically generate the 3D representation from this specifica-
tion. Third, we define the mapping between VW actions and
EI messages and vice versa. We have deployed v-mWater
model using the Virtual Institution eXEcution Environment
(VIXEE). Its architecture is composed of three layers: i)
normative, ii) visual interaction and iii) causal connection.

The normative layer is composed by AMELI, the EI
infrastructure that mediates agents’ interactions while en-
forcing institutional rules [2]. AMELI can be regarded as
domain-independent because it can interpret any institu-
tion specification generated by ISLANDER tool [2]. In our
case, it interprets the specification defined in section 2. Soft-
ware agents are directly connected to this layer. The visual
interaction layer comprises several virtual worlds (VWs).
Each VW can be implemented in a different programming
language using a different graphics technology. VW clients
provide the interface to human participants whereas servers
communicate with the causal connection layer. The causal
connection layer causally connects the visual interaction
and the normative layers, i.e. whenever one of them changes,
the other one changes in order to maintain a consistent state
[4]. This layer implements a multi-verse communication
mechanism that allows users from different VWs to partici-
pate in the same VI. The mapping between VW actions and
AMELI protocol messages –and vice versa– is defined by a
movie script mechanism. E. g., the welcome event to the in-
stitution has been mapped to a “greeting” gesture made by
the Institution Manager avatar (see Figure 3). Moreover,
VIXEE uses the Virtual World Grammar (VWG) concept
and its implementation in the Virtual World Builder Toolkit
(VWBT) to dynamically manipulate the 3D representation
of all connected virtual worlds [5].

As a result of this engineering process, Figure 2 depicts the
consequent generation2 in Open Simulator, a multi-platform
multi-user 3D VW server. In particular, it shows an aerial
view of three rooms located at an open space that correspond
to the three main activities in v-mWater. Software agents
have been characterized as bots with the aim of enhancing
their artificial nature: they are bold and have differentiated

2See http://youtu.be/hJzw40lQvUY for a complete visuali-
sation

Figure 3: Human avatar login: interaction with a
software agent by means of a chat window

Figure 4: Bot bidding in a running auction

artificial skin colours that represent their roles (see Figures 3
and 4). Fig. 3 shows the login to the institution: the human
participant sends a private message to the Institution Man-
ager bot with the password and role (either seller or buyer).
Fig. 4 illustrates how human participation in the auction
has been improved by providing a comprehensive 3D envi-
ronment. There, the market facilitator bot appears sited at
a desktop and buyer participants at the chairs in front of
it. This room includes dynamic information panels. More-
over, bots’ bid actions can be also easily identified by human
participants since they are displayed as raising hands.

4. CONCLUSIONS
This paper presents v-mWater, a Virtual Institution for

the negotiation of water rights. We have proposed an im-
mersive environment where human avatars interact with the
environment and other participants in the system. As re-
sult, our system has favoured direct human participation in
MAS. As ongoing work we are extending v-mWater with
assistance services to participants in order to improve their
participation in the system. Moreover, we plan to evaluate
the usability of the prototype by measuring interface effec-
tiveness, efficiency and user experience.
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ABSTRACT
This paper presents a context-aware, multiagent system for
care of the elderly. The system combines state-of-the-art
sensor technologies to detect falls and other health prob-
lems, and calls for help in the case of an emergency or issues
a warning in cases not needing urgent attention. When de-
ployed at the home of an elderly person it provides them
with 24-hour monitoring. Consequently, the elderly may
live alone at home, even at an advanced age. The health
problems are detected with six groups of agents processing
the sensor data and augmenting the data with higher-level
information, such as the posture of the person, his/her ac-
tivity and the context of the situation’s environment. The
system has been tested in several live demonstrations, where
it achieved an excellent performance in complex situations.
The system is based on the set of agents observing the el-
derly person from various points of view, and combining the
location and inertial sensors to provide context awareness.

Categories and Subject Descriptors
I.2.1 [Artificial Intelligence]: Applications and Expert
Systems - medicine and science

General Terms
Algorithms, Measurement, Design, Verification

Keywords
Elderly health care, fall detection, general disability detec-
tion, ambient intelligence, ambient assisted living

1. INTRODUCTION
The number of elderly people is increasing rapidly in devel-
oped societies. Many of them require assistance with ev-
eryday activities. Institutional healthcare already enables
monitoring of the elderly and provides help when needed
in special facilities or at home. However, the resources for
healthcare are insufficient and the presence of care personnel
is therefore quite limited. Ambient-assisted-living systems
that monitor elderly people at home may be able to effec-
tively cope with this problem.
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Our main objective is the development and integration
of innovative technologies to build a care system for the
detection of health problems on three time scales: (i) the
short-term detection of critical events, such as falls; (ii) the
mid-term detection of unexpected behaviors that may be
related to health problems, e.g., limping; and (iii) the long-
term detection of deviations in behavior that may indicate
a disease or a deterioration in the person’s health.

There are many commercial and research solutions for
fall detection, mainly based on inertial sensors. They typi-
cally report nearly 100% performance in laboratory settings.
However, when deployed in real-life situations, they often
face high false-alarm rates and generally decreased perfor-
mance. This paper presents a multiagent system1 to help the
elderly. Its novelty is in exploiting the context in problem
detection, and in combining inertial and location sensors.
The agents are arranged hierarchically, providing increas-
ingly more abstract situational awareness. The system is
also able to adapt to each specific user as well as to learn
false alarms. The results of the fall-detection experiments
show that context-dependent reasoning can detect complex
scenarios [3] that might be misinterpreted by inertial-based
systems. The exact use of the context is the subject of an on-
going patent application. This paper and demo desribe the
functional performance of the Confidence system in complex
scenarios.

2. THE CONFIDENCE SYSTEM
The system is designed as a classical hierarchical multiagent
system where agents are implemented as task-dedicated het-
erogeneous procedures with agent properties, i.e., they trig-
ger at a specific pattern and provide one of many opinions or
actions. The agents are organized into groups at a specific
level of abstraction and coordinated by another, hierarchi-
cally higher-level agent. Each agent can be easily modified or
replaced and new or redundant agents can be incorporated.
The MAS architecture [2] is illustrated in Figure 1. This fig-
ure shows the main groups of agents and their interactions
indicated by arrows. The agents share the data through
direct acquisition using three types of messages. The first
type is a measurement message that is created when a new
measurement is obtained by the sensor agents. At the ini-
tial stage the message contains only raw sensor data. The
message is later augmented by other agents with additional
interpretation data, e.g., filtered/derived data, posture in-
formation, etc. The second message type is an action mes-

1The system is the result of the Confidence project,
http://www.confidence-eu.org
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Figure 1: MAS architecture.

sage that is generated when an agent or an agent group
requires a service from another agent or group. A typical
scenario is when a group of agents detect a fall and require
an alarm action from the communication agent group. The
last message type is a status message that is used to pool or
post the agent state.

At the lowest layer, an arbitrary inertial and location
hardware system can be employed. In our case it was the
combination of Ubisense2 and XSens3. Sensing agents read
the raw sensor data (every 1/10th of a second), and serve
them in the form of measurement messages. The sensor
agents can also report other information, for example, a
status message ”low battery” is sent to the communication
agent group, which forwards the message to a user-friendly
interface. The refining agents filter the noise, compute the
derived attributes and map the raw data to a human-body
model.

The reconstruction agents aim to determine the posture of
the person in the environment. The group consists of classi-
fication agents based on machine learning (Random Forest)
and expert rules [4]. When all the classification agents pro-
vide their label for the posture, a meta-classification agent
(Hidden Markov Models) merges the labels to the final pos-
ture classification.

The interpretation group of agents detects whether a per-
son is in a dangerous situation. Consider the following sit-
uation as an example: an agent detects that the user is not
moving, the reconstruction agents indicate that the posture
of the user is lying, and the refining agents give the loca-
tion as the kitchen. The interpretation agents, implemented
with data-driven (Support Vector Machine) and knowledge-
driven approaches (expert rules), classify this situation as
risky, since it is very unusual and most likely related to a
health problem, e.g., the person might have lost conscious-
ness, and inform the communication-agent group.

The prevention-agent group monitors how the person moves
on various time scales. It consists of several agents that ob-
serve a variety of statistics, e.g., gait characteristics, activity
characteristics, daily dynamics, etc. [1, 5]. Each agent pulls
the relevant measurement messages from other agents and
builds its own behavior model (implemented with outlier de-
tection). When an agent detects a deviation, it notifies the
group coordination agent, which decides whether to notify

2Ubisense location system, http://www.ubisense.net
3XSens inertial motion tracker, http://www.xsens.com

the communication agents.
The last group consists of communication agents that are

dedicated to user interaction, for example, the agents that
alert the user with a reply demand, make a phone call to
relatives or help center, graphically display the state of the
system, etc.

The performance was evaluated on a scenario recored by
10 helathy voluteers (five times by each), which included
nine different complex fall-detection situations (e.g., faint-
ing, tripping followed by standing up quiclky, quickly lying
down on the bed, etc.). The average fall-detection accu-
racy is 94.7% when using four sensor boxes (neck, belt, both
ankels), and 90.1% with one sensor box (neck) only, while
the best inertial-based fall-detector was able to achieve the
accuracy of 81.8% [3]. To the best of our knowledge, the pro-
posed solution is the only one that: (i) integrates behavior
monitoring on several time scales; (ii) incorporates various
types of context; and (iii) achieves significantly better per-
formance than inertial-based solutions for fall detection in
complex real-life scenarios.

3. DEMO
This demo4 shows the usability of the system in the following
scenarios: (i) complex fall-detection scenarios in which falls
can be correctly recognized using the context and (ii) scenar-
ios demonstrating the detection of unusual behavior on two
time scales. The fall-detection scenarios include three cases.
In the first, a person is lying on the floor and moving. The
sequence before the lying posture is crucial to understand
the context of the situation and decide whether the situa-
tion resulted from a fall or some other activity. The second
case shows an example in which the person misses the bed
while lying down, which triggers an alarm since the person is
not lying where he/she should be. The third case shows the
person sitting on a chair and leaning to one side, e.g., due to
a heart attack. In this case, the sitting in an unusual pos-
ture on the chair raises an alarm, while this posture would
not raise an alarm in the bed. Unusual behavior detection is
presented with scenarios showing (i) limping detection as a
change in the person’s gait and (ii) unusual daily dynamics
such as frequent toilet visits (or other long-term statistics).
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[2] B. Kaluža, V. Mirchevska, E. Dovgan, M. Luštrek, and
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ABSTRACT
Gestational diabetes is a type of diabetes affecting temporar-
ily some otherwise healthy pregnant women. Current med-
ical practices do not allow the doctors to monitor such pa-
tients as closely as needed. Pervasive Health is a discipline
requiring distributed ICT infrastructures to help bridging
the gap between the patients and the doctors. In this demo
paper we present a complete information system for patient
monitoring, including mobile devices for acquiring data from
patients and a Web interface for doctors to check the sta-
tus of their patients. At the core of this information system
a multi-agent system monitors the patient health state and
triggers alerts to the doctor to raise attention on the spe-
cific conditions of a patient. This allows the doctor to react
faster to changes of condition of the woman, benefiting the
baby’s and the mother’s health.

Categories and Subject Descriptors
J.3 [Computer Applications]: Life and Medical Science;
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence

General Terms
Management, Measurement,Experimentation

Keywords
Intelligent Agents, Pervasive Health, Gestational Diabetes

1. INTRODUCTION
Gestational diabetes mellitus (GDM) [5] affects 2%-5%

of all pregnancies and manifests itself with high blood sugar
levels. A GDM patient has a higher risk to develop preeclamp-
sia, which can lead to eclampsia, a condition causing the
woman to have epileptic seizures and coma, or her baby
may develop macrosomia, a condition for which the baby
grows too much due to the extra glucose absorbed. Cur-
rent treatment consists in diet adjustment and introduction
of anti-diabetic drugs such as insulin and metformin. The
treatment starts by requesting the patient to self-monitor
and note down their blood glucose 4 times per day and
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their blood pressure twice per day. The notebook with the
physiological values is then handed to the medical doctors
and nurses once or twice per week. The caretakers then
propose treatment adjustments according to the patient’s
status. The problem is that in the two or three days in-
between routine checks the patient may develop preeclamp-
sia, eclampsia, or her baby may develop macrosomia [1].
Consequently, a closer monitoring would allow the caretaker
to react quickly, preventing damage to the baby’s and the
mother’s health.

For this purpose, Pervasive Health [6] is an approach that
aims at bringing healthcare to everyone everywhere, by break-
ing the boundaries of hospital care, allowing the patients to
be monitored during their day-to-day activities. Current
Pervasive Health Systems (PHS) have the problem to deal
with large amount of data produced by the patients, conse-
quently medical doctors are often loaded with a lot of infor-
mation on which it is difficult to react promptly, limiting the
PHS effectiveness. We have developed the Gestational Di-
abetes Mellitus Management System (GDMMS), a PHS to
handle patient monitoring and react fast on the development
of dangerous conditions. We have integrated a multi-agent
system (MAS) where we engineered the medical knowledge
to reason about the patients’ conditions. Each patient has
a monitoring agent. If an agent detects a possible harmful
condition it creates an alert to notify the doctor in charge.
In [2] we described parts of the MAS to handle the moni-
toring of GDM affected patients by using Event Calculus [4]
based agents with abductive logic capabilities. Currently,
we are preparing a field test of the entire system at the Lau-
sanne university hospital where patients enter their values
using a mobile application, and doctors have a Web inter-
face to interact with the system. We present the usage of
the entire system, including smart phones and server in-
frastructure to monitor GDM patients, by showing how the
interaction between its components happens. In particular
we will show how our agents produce alerts for medical doc-
tors and nurses, given an anomalous temporal pattern in the
patients’ physiological data.

2. THE GESTATIONAL DIABETES MELLI-
TUS MANAGEMENT SYSTEM

The GDMMS is at a first glance a conventional informa-
tion system. Data is entered by users, here most typically
via a specific application that runs on Android smart phones,
a server back end to store the data, and a web interface to
display this information in different ways to the responsible
caretakers. The overall architecture is shown in Figure 1.
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Figure 1: Overall architecture of the GDMMS

The Mobile Infrastructure.
Even though measuring devices for blood-pressure or blood-

sugar exist that can transmit data by themselves, we devel-
oped an independent Android application. We did so be-
cause these newer types of sensors are not accredited for
usage in the hospital we collaborate with. Therefore the
woman enters her physiological values into a specific appli-
cations we have developed. Note that our server-side system
offers a REST interface, and therefore is not limited to the
usage with this specific application.

The Web Interface.
Our server side system is based on REST interfaces and

Java Persistence API to handle the data produced within
the interaction with the patients and the doctors. Our Web
interface is built around Google Web Toolkit technology. By
means of such interfaces, the doctors have access to the pa-
tients’ health status, the patients’ alerts, and the data asso-
ciated to the patients. Patients’ alerts are also associated
to her physiological values and, by clicking on the alert,
the doctor can get a summary of the patient’s physiologi-
cal values as associated to the alert of interest. Finally, the
Web interface shows to the caretakers the patient’s histor-
ical values (ethnicity, previous illnesses, age, allergies) and
the medicines taken and the contact data of the patient,
in the case an alert requires the prompt intervention of the
caretaker, such as in the case of preeclampsia.

The Persistent Personal Agent System.
As mentioned before we have added a MAS to the server

side that can analyze the patients data and monitor their
condition. This MAS is based on the GOLEM platform
[3]. The agents are executed within distributed containers
that deal with the agents’ life-cycles. Our MAS is regulated
by a load balancer which splits the traffic generated by the
patients in distributed GOLEM containers. The agents are
treated as persistent resources associated to a patient, every
time a patient logs into the system the agent state is resumed
from an agent database. Similarly, when the patient logs off
or it’s session expires, the GOLEM container serializes and
saves the agents in the agent database for future use. This
allows us to handle a large number of patients, since the
number of active agents is reduced. In particular our agent
mind is based on deductive rules using the Event Calculus,
to produce treatment adjustment alerts, and on abductive
logic rules, to produce macrosomia and preeclampsia alerts.

3. THE DEMONSTRATION
We present the complete system in live operation. We

show the components, their interaction, and a live demo.
Therefore we present three concrete scenarios, with syn-
thetic patient data. In the first scenario we consider a pa-
tient that is experiencing a poor glycemic control, requiring
a set of actions to be implemented by the medical doctors to
adjust her treatment by introducing further glucose checks
or more insulin during the day. In the second scenario we
demonstrate the abductive logic capabilities of our agents
by showing how preeclampsia alerts are produced when the
patient presents a set of symptoms related to preeclampsia
or when the patient presents a high blood pressure related to
a protenuria confirmed by the medical doctors. In the third
scenario, we consider a patient that is towards the end of
the pregnancy, has poor glycemic control and is gaining too
much weight. Under this condition, our agents produce an
alert of macrosomia as the weight gain may be an indicator
of the fact that the baby is growing too much.

4. CONCLUSIONS
The GDMMS system will go live in a field test that is

performed with the university hospital Lausanne. In a first
phase we will collect feedback form patients and doctors
to adopt the systems to their needs. Afterwards, we will
enter a second field-test with a larger number of patients to
measure the effects of the usage of PHSs from the medical
perspective. So we see that the GDMMS system will have
a strong foundation and will hopefully improve the care for
pregnant women and their babies. Furthermore ideas and
components, among them the MAS, will be applied to other
illnesses in a EU project that has just started.
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ABSTRACT
Traditional approaches to cross-organizational business modeling
use low-level abstractions such as data and control flow. These
approaches result in rigid models that over-constrain business ex-
ecution. Further, because such approaches ignore the underlying
business relationships that drive process execution, they lack the
notion of business level correctness.

Telang and Singh [5] propose a high-level business modeling ap-
proach based upon (social) commitments to address these short-
comings. The high-level model captures the business relationships
in terms of commitments between the participants. Telang and
Singh [5] develop a method for verifying if a low-level interac-
tion model satisfies a high-level business model. They propose a
top-down methodology in which a Business analyst first develops
a high-level business model. An IT analyst then develops UML 2.0
sequence diagrams, and verifies if they satisfy the high-level model.

Protos is an Eclipse-based tool that implements Telang and Singh’s
[5] methodology. It enables: (a) the development of a high-level
business model using reusable patterns, (b) the development of
UML 2.0 sequence diagrams, as a low-level operational represen-
tation, and (c) the automated verification of the UML 2.0 sequence
diagrams with respect to the high-level business model.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent systems

Keywords
Software engineering, Commitment, Verification

1. ARCHITECTURE

1.1 Conceptual Architecture
Figure 1 shows the conceptual architecture of Protos. A business

analyst starts with a desired cross-organizational scenario. The an-
alyst selects an appropriate set of patterns from a pattern library,
and composes them to develop a business model. Computation tree
logic (CTL) specifications formalize each of the business pattern
in the library. The union of the CTL specifications for all the pat-
terns occurring in a business model constitute a formalization of
the model.
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Figure 1: Conceptual architecture (verbatim from [5]).

An IT analyst starts from a business model to develop UML se-
quence diagrams (operational model). The analyst employs the
standard operators of UML 2.0, such as alt(ernate) and opt(ion)
with appropriate guards to specify the sequence diagrams. The se-
quence diagrams are transformed into a finite state machine in the
NuSMV input language. The IT analyst runs the NuSMV model
checker to verify if the sequence diagrams satisfy the business model.
If the model-checker returns success, then the sequence diagrams
satisfy the business model. Otherwise, IT or Business analyst in-
spect the NuSMV counterexample to identify the cause of the fail-
ure. They make appropriate changes to either or both of the models
and rerun NuSMV.

1.2 Tool Architecture
Figure 2 shows the architecture of the Protos tool. The Protos

tool consists of five key components: business modeler, UML se-
quence diagram modeler, Protos engine, Protos parser, and NuSMV
model-checker.

The Business Modeler is implemented as an Eclipse plugin using
the Eclipse Modeling Framework (EMF) [1] and the Graphi-
cal Modeling Framework (GMF) [2]. The concepts and con-
straints of the business metamodel are specified in an EMF
ECore model. The graphical aspects of the tool such as the
concept icons, connectors, and menus are specified in the
GMF model. An Eclipse plugin of the tool is then generated
using the GMF framework. The business modeler enables
saving a business model as an ECore model instance file.

Figure 3 shows a screenshot of the business modeler present-
ing a model of a real-life Quote-to-Cash business process.

1
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Figure 2: Protos tool architecture.

Figure 3: Protos business modeler.

The UML Sequence Diagram Modeler is part of IBM’s Ratio-
nal Software Architect (RSA) version 8.0 [3]. IBM RSA is
an Eclipse-based tool that supports developing UML 2.0 se-
quence diagrams. The UML sequence diagram modeler can
output a sequence diagram in a standard format.

Figure 4 shows a screenshot of the UML sequence diagram
modeler from IBM RSA, presenting a sequence diagram with
buyer and seller lifelines. We capture the meaning of a mes-
sage as an annotation: for example, the accept message means
the creation of the commitment C1 = C(Buyer, Seller, goods,
pay).

NuSMV [4] is a well-known tool for model-checking. It verifies
if a model specified as a finite state machine satisfies a given
set of temporal logic formulae. It support computational tree
logic (CTL), which we use. Protos employs CTL formulas
to formalize a business model. If the finite state machine
fails to satisfy a temporal logic formula, NuSMV returns a
counterexample which indicates the cause of the failure.

Figure 4: UML sequence diagram modeler.

The Protos engine is a Perl script that (a) invokes the Protos parser
APIs to generate a NuSMV input file, (b) invokes the NuSMV
model checker on the generated file, and (c) parses NuSMV’s
output to generate user-friendly output showing the result.

The Protos Parser is the heart of the Protos tool. The parser im-
plements the algorithms from [5] to generate the CTL spec-
ifications from the business model ECore file, and to gener-
ate finite state machine in NuSMV input language from the
UML model file.

2. CONCLUSION AND FUTURE WORK
This paper describes the architecture of Protos, a novel cross-

organizational business modeling tool. In future, we plan to en-
hance usability of the tool by adding features such as drag and drop
pattern selection, ability to invoke the Protos Perl script from within
Eclipse, and improved user guidance in case of verification errors.
We plan to conduct a user-study to evaluate the efficiency and qual-
ity of models produced using Protos.

Demonstration Video URL
http://www.youtube.com/watch?v=7UWb-89w6xE&feature=youtu.be
Note: Set the video quality to 720p.
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ABSTRACT

When operating in virtual communities, intelligent agents should

maintain a high-level awareness of the physical and social envi-

ronment around them in order to be more believable and capable.

However, due to the inherent differences between virtual worlds

and agent systems such as BDI, such a high-level of awareness has

not been achieved for IVAs. In this paper we present a system that

enables IVAs to maintain a high-level awareness of their environ-

ment by identifying complex events taking place in their environ-

ment, as well as by being able to monitor for the fulfilment and

violation of their expectations.

Categories and Subject Descriptors

I.2.11 [Distributed Artificial Intelligence]: Intelligent agents, Mul-

tiagent systems

General Terms

Design

Keywords

Intelligent Virtual Agents, Expectations, BDI, Complex Event Pro-

cessing

1. INTRODUCTION
Intelligent Virtual Agents (IVAs) are present in many virtual com-

munities alongside human participants. While interacting with hu-

man participants in virtual communities these IVAs are expected to

exhibit an acceptable level of awareness of the environment they

are operating in.

The task of dynamically perceiving and comprehending what is

happening in an agent’s surrounding environment is non-trivial,

given the inherent differences between virtual worlds and agent

systems. First and foremost, there is an information representa-

tion gap between agent systems and virtual worlds. Virtual worlds

operate with low-level primitive data while agent systems such as

those based on the BDI (Belief-Desire-Intention) architecture are

declarative, operating at higher abstraction levels. Solutions imple-

mented for this problem have mainly focused only on creating static
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abstractions of virtual environments. Moreover, virtual worlds op-

erate at a much higher frequency and generate large amounts of

low-level sensor data, when compared with agent systems that per-

ceive their environment at a lower frequency. This results in a cog-

nitive overload for the IVA.

In this paper, we present our solution that enables an IVA to

dynamically comprehend the abstract events unfolding in its sur-

rounding environment and make use of this knowledge to iden-

tify the fulfilments and violations of its expectations. In achiev-

ing this, the implemented framework has two main components:

The first component is a data processing module that processes

the low-level sensor data received from a virtual world to identify

domain-specific abstract information that is of interest to an IVA.

This process is based on a virtual environment formalism we have

developed in previous research [4]. This high-level information is

used by the expectation monitor component to identify fulfilments

and violations of agent expectations. The agent can also use this

high-level information as percepts in its deliberation process.

2. SOLUTION OVERVIEW
The first step in dynamically comprehending the surrounding en-

vironment is to create a coherent snapshot of the virtual environ-

ment, based on the primitive sensor data. This step is important

because a piece of sensor data received from a virtual world at a

given time instant may not contain the state of all the entities in

that environment. However, for the successful implementation of

the subsequent steps, it is important that we have a complete view

of the environment observable by the IVA at the time instant of the

received piece of sensor data. The snapshot generated in the first

step accomplishes this requirement. The second step is to iden-

tify the static relationships (e.g. spatial or structural) among the

entities included in an individual snapshot. This provides the first

level of abstraction over the sensor data. In the third step, snap-

shots enriched with the entity relationship information are subject

to complex event recognition techniques to identify the dynamic

(i.e. temporal) relationships between entities, thus further abstract-

ing the low-level sensor data.

We have presented an interface that can be implemented by an

agent platform to enable its agents to start and stop monitoring for

their expectations [3]. Through this interface, monitoring for agent

expectations can be delegated to a monitoring service provided by

the local agent platform. This enables agents to monitor for the ful-

filment and violation of their expectations without relying on a cen-

tralised monitoring mechanism. This way, it is possible for agents

to have plans that respond to identified fulfilments and violations of

their expectations, while being able to make use of well established

expectation monitoring techniques.
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3. IMPLEMENTATION
In Figure 1, the Data Processing Module is the central process-

ing component that identifies high-level domain-specific complex

events. The monitoring service contains the logic for identifying

fulfilments and violations of expectations delegated by agents.

The VW Connection Manager provides an interface to connect

agent systems with the given virtual world and our data processing

module over a TCP/IP connection. It can accommodate multiple

concurrent agents to be deployed in the virtual world1. Figure 1

shows how this interface is used to deploy Jason [1] agents in the

popular multi-purpose virtual world Second Life2. The SL Client

module contains logic specific to extracting sensor data from Sec-

ond Life.

3.1 Data Processing Module
The data processing module has three main processing levels.

First, data inference and data amalgamation mechanisms are em-

ployed on the received dynamic low-level sensor data of entities

(objects and avatars), and snapshots of the virtual environment are

created. A snapshot provides a complete view of the environment

observable by the agent at a given time instant. Based on our virtual

environment formalism, a snapshot at this level contains low-level

dynamic property values of entities (e.g. their positions, velocities

and the currently played animations), messages exchanged in the

public chat channels, and primitive events generated by the changes

of dynamic property values of entities.

In the second step, each snapshot is analysed to identify the non-

temporal relations between entities. Such relations can include the

location of entities with respect to given land marks in the environ-

ment, and entities close to a given entity.

The Data Pre-Processor is responsible for both these processing

steps. It makes use of a static relation identifier that contains logic

needed to identify relations for a given virtual simulation. This is

implemented as an external rule-based dynamic script. Thus this

logic is readily customisable for the specific needs of a simulation.

It also utilises an external database to store the static information

needed to identify these relations.

The third step is to identify the temporal relations included in

these snapshots. The Complex Event Detector (CED) achieves this

task. Currently, we employ the Esper complex event processing

engine3 to identify the high-level temporal relations between the

snapshots generated by the Data Pre-Processor.

The Data preparation sub module processes the snapshots re-

ceived from the Data Pre-Processor into a format suitable for the

CED module. This way, a new complex event recognition mech-

anism can be easily employed. Finally, the Data Post-Processor

amalgamates the identified high-level temporal relations with the

original snapshot. It then converts the snapshot to a string repre-

sentation to be sent over the TCP/IP connection. At this level, the

snapshot contains three levels of abstractions of the virtual world

sensor data. It is possible to eliminate the inclusion of low-level

sensor data in the snapshot, thus reducing the number of percepts

sent to the agent. If the snapshot is communicated to the agent only

when an interesting temporal relation occurred, this further reduces

the amount of information sent to the agent.

3.2 Monitoring for Expectations
Snapshot strings generated by the data processing module are

used by the Jason Environment class to prepare percepts for Jason

1Only one connection is shown in the figure for clarity.
2
http://secondlife.com/
3
http://esper.codehaus.org/
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Figure 1: Framework

agents. Using a TCP/IP connection in the EM Connection Man-

ager, the Environment class also forwards these snapshot strings

to a separate monitoring service. The monitoring service imple-

ments instances of an expectation monitor developed in previous

research [2]. This expectation monitor is implemented in Python,

and is integrated with the C#-based monitoring service using Iron-

Python4. A single expectation monitor is responsible for monitor-

ing for a specific agent expectation defined as a rule in temporal

logic. We have introduced two new Jason internal actions that en-

able agents to start and stop monitoring (i.e. starting and stopping

of expectation monitors) for their expectations [3]. Fulfilments and

violations identified by an expectation monitor are communicated

back to the corresponding agent as events to be handled by plans.
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ABSTRACT
In this paper a MAS simulation environment is proposed
to simulate the migration process in order to observe dy-
namic behaviours that may emerge at macro level. As a
result of this analysis, it has been possible to identify be-
haviour patterns that can be represented using agent-based
models. Moreover, with this approach predictive techniques
has been included in order to represent the complex environ-
ment of the migration process and its interaction with other
processes like Labour and Financial Markets and Security
Forces Management.

Categories and Subject Descriptors
I.6 [Computing Methodologies]: SIMULATION AND
MODELING

General Terms
Experimentation

Keywords
Emergent behavior, Social simulation

1. INTRODUCTION
The Migration Process is a phenomenon that includes a

variety of actors, societies and political issues at different
levels. In the migration problem, it is then possible to ob-
serve complex interactions among different entities. These
interactions have been traditionally represented by math-
ematical approaches that do not allow including flexibil-
ity, autonomy, adaptive and pro-activity features that are
present into the dynamic and complex real life migration sce-
narios. On the other hand, the Multiagent System (MAS)
paradigm has been successfully applied in studies related
to mass movement in complex environments. In this pa-
per a MAS simulation approach is proposed to simulate the
migration process and to model micro-level interaction pro-
tocols among the participating entities in order to observe
dynamic behaviours that may emerge at macro level. Thus,
a MAS model allow to simulate simultaneous behavior of
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multiple agents to show and predict actions of complex phe-
nomena. The Agent-based Social Simulation (ABSS) stud-
ies the social phenomenon by using computational models.
These models may represent the people and their interac-
tions with other people as agents [1]. The ABSS is focused
on the emergence properties of big agent groups that re-
act to its environment following a set of rules. The MAS
paradigm has been applied in studies related to mass move-
ment by defining agent-based models to simulate the rural-
urban movement according to social learning [2] [3], an Eth-
nic Migration Model [4], and Schelling Segregation Model
that shows the emergence of socio-spatial patterns [5].

2. ARGOS DEMOSTRATOR

2.1 The problem
The problem we are trying to simulate is an scenario

in which there are complex links among the entities in-
volved in the migration processes (migrants, transport ser-
vice providers, security forces, labour market mediators, em-
ployer service providers and financial market managers) to-
gether with the pro-active behaviour of migrants that are
trying to move from one country to another. The goal is to
model the micro-level agent features of the migration inter-
action in order to observe the macro-level behaviour of the
entire system. To do this we have implemented (i) a MAS
supported simulator called ARGOS that is a MAS which
simulates the migration scenario, (ii) a web-based simulation
player, called ARGOS Player, that displays the simulation
execution on top of Google maps, and (iii) ARGOS Data
which exports simulation statistics in different formats in
order to analyze the simulation execution. We have tested
ARGOS with real migration routes from African countries
to Spain. In this scenario there are migrants that try to
reach Spain by mean of different transportation services,
such as plains, boats and buses. The security forces are
implemented in the frontier police controls of the country
borders. On the other hand, migrants can settled temporar-
ily on different cities of the migration routes to work and
save enough money to continue the journey. To simulate
this we have implemented labour markets in different route
nodes (cities). In the following section ARGOS is detailed.

2.2 The simulator
The simulation environment called ARGOS includes the

following key entities of the migration problem: Migrants,
Transport Service Providers, Security Forces, Labour Mar-
ket Mediators, Employer Services Providers, Financial Mar-
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ket Managers, and Radar Stations. ARGOS simulates the
migration process in specific regions. The Regions are con-
figured before the simulation is executed. We have tested
ARGOS with two specific regions. In the first region, the
main source of migrants are Nouakchott and Tidjikja (Mau-
ritania) whose main goal is to reach Cadiz and Sevilla (Spain).
In the second region, the main source of migrants are Tam-
bacounda (Senegal), Gao (Mali), Kano (Nigeria), Agadez
(Niger), Tamanrasset (Argelia), Maghnia (Algeria), and Ou-
jda (Morroco) whose main goal is to reach Melilla and Ceuta
(Spain). The regions include specific migration hubs called
nodes in which it is possible to observe migration activi-
ties like departure/arrival of Migrants, Labour and Finan-
cial Markets Management, and Security Patrols. The sim-
ulation includes predefined routes that Migrants use. The
routes connect specific region nodes. Thus, the demonstra-
tor includes communication protocols that agents use ac-
cording to specific scenarios. Financial Market is based on
the Leontief Matrix and its behaviour influences the Labour
Market behaviour. ARGOS also includes a weather informa-
tion model between nodes. This model is used in order to
compute the probability for successful arrival to nodes when
the routes include maritime sectors. The control architec-
ture for maritime borders include: coast modelling, radar
stations, arrival paths, algorithms for calculating the detec-
tion probability of illegal boats reaching the coast and their
graphical representation.

The main scenarios included are: a) Migrants that look
for transport to move along migration routes, b) Negotiation
among Transport Service Providers and Migrants, c) Move-
ment of migrants with different means of transportation, d)
Migrants that look for a job to earn money, e) Labour Mar-
ket Mediators that execute auctions in order to link position
vacancies to workers, f) Security Forces which patrol specific
places (not maritime), g) Security Forces which capture ille-
gal migrants that arrive to a specific place, h) Security Forces
which verify documentations of captured Migrants, i) Au-
tomatic changes on labor demand that affects the Financial
Market and influence the positions that Labour Market man-
ages, j) Use of prospective model for decision-making pro-
cesses made by Immigrants, k) Use of situational awareness
by Immigrants during decision-making processes, l) Patrol
Nodes by defining control stations that use radars for spe-
cific sea areas, m) Security Forces which apply specific algo-
rithms for the evaluation of captured Migrants. ARGOS also
allows the User to track the behaviour of agents in specific
nodes by using graphic data that show arriving/departing
Migrants, position vacancies and dynamic payment by ca-
pabilities, changes on Financial Markets and results from the
security patrol execution (Migrants that have been retained
and released), and data of radar stations (illegal transports
detected or not). Moreover, ARGOS Data generates simula-
tion data that is used for external analysis. This generated
data can be used to analyze previous situations and predict
future actions. The prospective model used by Immigrants
takes into account the incomes, outcomes and her/him cur-
rent wealth to determine if an Immigrant can stay in its cur-
rent node or if it must try to move to another. Transport
Service Providers and Labour Market Mediators publish Sit-
uational Awareness information about: transport propos-
als and labour vacancies. When an Immigrant is reasoning
about to where he/she can move, he/she evaluates the sit-
uation applying a prospective decision model taking into

account the posts that are in the Situational Awareness and
its own attributes such as his/her own risk perception or
available money. The Security Forces use radars on specific
sea areas to detect illegal transports (boats) that are try-
ing to reach Spain. A transport can be detected by one or
more radars. It is possible to get the performance of radars
(number of illegal transports detected). Therefore, Security
Forces also include the use of Retention Centers to tem-
porally retain Immigrants. Security Forces apply different
algorithms to evaluate the people that have been retained.
During simulation, Migrants share their experiences about
the status of Labour Markets and the migration routes (as
part of the Social Situational Awareness) with other mi-
grants. The migrants take into account the shared infor-
mation evaluating it according to the influence level of the
migrant that have posted it. The information that migrant
receives and the programmed events that the user can in-
troduce in Argos (change on employment rate, change on
cost living, change on security forces strictness) allows up-
dating its environment knowledge as part of its Individual
Situational Awareness. The migrant uses the Individual Sit-
uational Awareness during its decision making process.

3. CONCLUSIONS
In this paper a MAS simulation approach, called AR-

GOS1 , has been presented, which allows the simulation of
the migration process and to model micro-level interaction
protocols in order to observe dynamic behaviours that may
emerge at macro level. Some features that ARGOS includes
are: decision algorithms that Security Forces uses on borders
control, the activation of radars at specific maritime control
stations, a blackboard for Social Situational Awareness that
is fed by the Transport Services Suppliers and Labour Ser-
vices Suppliers and consulted by Immigrants. Argos also in-
cludes too a prospective model for decision-making processes
that Immigrants made when they have to decide if they can
stay in the current place or if they have to move to another
place, and a Real-life based algorithms that Security Forces
use when Immigrants are captured. The proposed approach
allows the improvement of maritime frontiers monitoring by
using maritime control stations and the definition of a social
network that allows connecting the immigrants by defining
a specific influence level among them.
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ABSTRACT
CALU is a multi-robot collision avoidance system based on
the velocity obstacle paradigm. In contrast to previous ap-
proaches, we alleviate the strong requirement for perfect
sensing (i.e. global positioning) using Adaptive Monte-Carlo
Localization on a per-agent level.

Categories and Subject Descriptors
I.2.9 [Artificial Intelligence]: Robotics

General Terms
Algorithms, Experimentation

Keywords
multi-robot systems, optimal reciprocal collision avoidance,
adaptive monte-carlo localization

1. INTRODUCTION
Local collision avoidance is the task of steering free of

collisions with static and dynamic obstacles, while following
a global plan to navigate towards a goal location. Local
collision avoidance differs from motion planning, global path
planning and local path planning. In motion planning the
environment of the robot is assumed to be deterministic and
known in advance, thus allowing to plan a complete path to
the goal. Global path planners usually operate on a static
map and find either the minimum cost plan (e.g. using A*
or Dijkstra’s algorithm) or any valid plan (e.g. sample based
planners). Local path planners, such as Trajectory Rollout
and Dynamic Window Approaches (DWA), perform forward
simulations for a set of velocity commands; each resulting
trajectory is scored based on proximity to the goal location
and a cost map built from current sensor data. In principle
this allows to stay clear of dynamical obstacles; however, in
multi-robot settings two problems arise:
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1. Robots are not merely dynamic obstacles; each robot
itself is a pro-active agent taking actions to avoid col-
lisions. Neglecting this might lead to oscillations and
thus highly inefficient trajectories or even collisions.

2. The sensor source (e.g. laser range finder) is usually
mounted on top of the robot’s base to allow for a max-
imal unoccluded viewing angle. In a system with ho-
mogenous robots this implies that there is very little
surface area that can be picked up by the sensors of
other robots and thus prevents the robots from observ-
ing each other.

Local collision avoidance addresses these challenges and is
an important building block in any robot navigation sys-
tem targeted at multi-robot systems. Although robot lo-
calization is a requirement for collision avoidance, most ap-
proaches assume perfect sensing and positioning and avoid
local methods by using global positioning via an overhead
tracking camera - or are purely simulation based. Neverthe-
less, to be able to correctly perform local collision avoidance
in a realistic environment, a robot needs a reliable position
estimation without the help of external tools.

Our approach, Collision Avoidance with Localization Un-
certainty (CALU) builds on two techniques: Optimal Recip-
rocal Collision Avoidance (ORCA) [3] in combination with
Adaptive Monte-Carlo Localization (AMCL) [1]. Thus ef-
fectively alleviating the need for global positioning by decen-
tralized localization on a per-agent level. We provide a solu-
tion that is situated in between centralized motion planning
for multi-robot systems and communication-free individual
navigation. While actions remain to be computed indepen-
dently for each robot, information about position and ve-
locity is shared using local inter-robot communication. This
keeps the communication overhead limited while avoiding
problems like robot-robot detection. CALU bounds the er-
ror introduced by localization [2] and combines the compu-
tation for collision-free motion with localization uncertainty.

2. PROBLEM DESCRIPTION
ORCA (and all its variants) does not require any inter-

robot negotiation to find optimal collision free motion tra-
jectories and is hence in principal fully distributed. However,
all methods require perfect information about the positions,
velocities and shapes of all other robots. In order to pre-
serve the distributed nature of this approach, robots need to
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be able to accurately identify other robots using on-board
sensors; furthermore, positions and velocities have to be de-
duced from the same data. The list of typical sensors for
mobile robots includes stereo cameras, laser range finders
and lately 3D image sensors (e.g. Microsoft Kinect). These
sensors deliver large data-streams that require considerably
computational power to process even for the detection and
classification of static obstacles.

The computational requirement is not the only problem
when considering robot-robot detection. As low-end laser
range finders (e.g. Hokuyo URG-04LX) become widely avail-
able even for mobile robotic projects on a small budget, they
are the preferred sensor choice due to there high accuracy,
resolution and field of view. However, robot-robot detection
based on laser range finders remains challenging.

Previous approaches have worked around these problems
by providing global positioning to all robots based on an
overhead tracking camera. Such a system is not distributed
since a host computer connected to the camera needs to
process the sensor data and communicate with all robots to
provide position and velocity data.

3. APPROACH
We propose to utilize agent-based localization and inter-

robot communication to provide a system that is more re-
alistic in real-world scenarios (i.e. without the need for ex-
ternal positioning data) and also more robust (i.e. single
component failure does not lead to system failure). Our ap-
proach, called Collision Avoidance with Localization Uncer-
tainty (CALU), results in a fully decentralized system that
uses local communication to share robot state information
in order to ensure smooth collision free motion. Below we
describe the four key components of this approach.

Platform: The robots are assumed to be differential drive
robots. Required sensors are a laser range finder and wheel
odometry. For simplicity we assume a circular footprint;
other shapes can be approximated by the circumscribed ra-
dius. In order to connect the different subsystems, including
device drivers and software modules, we use ROS1.

Sensor processing and localization: Each robot inte-
grates wheel odometry data which is in turn used to drive
the motion model of AMCL , hence tracking the pose of the
robot. Laser range finder scans are used in the update phase
of AMCL. The uncertainty of the current localization, i.e.
the spread and weight of the particles, is taken into account
for the calculation of collision free velocities. We assume a
prior static map that is used for localization and available
to all robots, thus providing a consistent global coordinate
frame.

Inter-robot communication: Each robot broadcasts its
position and velocity information in the global coordinate
frame on a common ROS topic. Each robot also subscribes
to the same topic and caches position and velocity data of
all other robots. Message delays are taken into account and
positions are forward integrated in time according to the
motion model of robots using the last known position and
velocity information.

Collision avoidance: ORCA is used to compute optimal
collision free velocities according to the aggregated position

1For more information see: http://www.ros.org

Figure 1: Real-world collision avoidance with four
differential drive robots using CALU.

and velocity data of all surrounding robots. As a last step
we incorporate localization uncertainty in the ORCA com-
putation.

4. DEMONSTRATION
We will demonstrate our approach in simulation and a

real-world setting. In simulation, robots are positioned on
a circle and the goals located on the antipodal positions,
i.e. each robot’s shortest path is through the center of the
circle. For experiments and detailed results of the proposed
system, we refer to [2].

In addition to simulation runs, we present our approach
on up to four differential drive Turtlebots2. The robots are
based on the iRobots Create platform and have a diame-
ter of 33.5 cm. In addition to the usual sensors, they are
equipped with a Hokuyo URG laser-range finder to enable
better localization in large spaces. All computation is per-
formed on-board on a Intel Atom D525 1.8GHz dual core
CPU netbook. Communication between the robots is real-
ized via a 2.4 GHz WiFi link.

Figure 1 shows the trajectories of an example run of the
four robots using CALU. The initial positions are approx-
imately 3.5 meters apart; the goal location are set to the
diagonally opposing start locations. The system success-
fully avoids collision and produces smooth paths; except for
a small jump in the localization that can be observed in the
path of robot starting in the upper right corner.

A demonstration video is available at:
http://swarmlab.unimaas.nl/papers/aamas-2012-calu/.

5. REFERENCES
[1] Dieter Fox. Kld-sampling: Adaptive particle filters. In

Advances in Neural Information Processing Systems 14.
MIT Press, 2001.

[2] Daniel Hennes, Daniel Claes, Wim Meeussen, and Karl
Tuyls. Multi-robot collision avoidance with localization
uncertainty. In Proceedings of the 11th International
Conference on Autonomous Agents and Multiagent
Systems (AAMAS 2012), 2012.

[3] Jur van den Berg, Stephen Guy, Ming Lin, and Dinesh
Manocha. Reciprocal n-body collision avoidance. In
Robotics Research, volume 70, pages 3–19, 2011.

2For more information see: http://turtlebot.com

1496



Stigmergic Coverage Algorithm for Multi-Robot Systems
(Demonstration)

Bijan Ranjbar-Sahraei
Maastricht University

PO Box 616, 6200 MD

Maastricht, The Netherlands

b.ranjbar@ieee.org

Gerhard Weiss
Maastricht University

PO Box 616, 6200 MD

Maastricht, The Netherlands

gerhard.weiss@maastrichtuniversity.nl

Ali Nakisaee
National Organization for

Development of Exceptional Talents

(NODET), Shiraz, Iran

ali.n123@gmail.com

ABSTRACT
We demonstrate the realization of stigmergic coverage for
multi-robot systems. Compared to current state-of-the-art
algorithms for multi-robot coverage, our Stigmergy-based
Coverage algorithm (StiCo) has several key advantages. In
particular, it does not need direct robot-robot communica-
tion. Moreover, this algorithm does not require any prior
information about the environment. Simulation results il-
lustrate robustness, scalability and simplicity of the algo-
rithm.

Categories and Subject Descriptors
I.2.9 [Artificial Intelligence]: Robotics—Autonomous ve-
hicles, Commercial robots and applications

General Terms
Algorithms, Design

Keywords
multi-robot coverage, stigmergy, multi-agent systems

1. INTRODUCTION
Recent years have shown a rapidly growing interest in the

automated coverage of complex, large and unknown envi-
ronments through teams of cooperating autonomous robots.
The main reason for this interest in multi-robot coverage lies
in its broad range of potential applications in civil, industrial
and military domains.

Current research mainly focuses on graph-based approaches
(e.g. [1–3]) and Voronoi-based approaches (e.g. [4, 5]). The
basic idea underlying graph-based approaches is to model
the subregions of an environment and connections between
them with a graph and develop graph search algorithms (e.g.
DFS, BFS) for exploration/coverage of this graph. A prac-
tical drawback of graph-based approaches, however, is that
they require to map the environment to a graph-like struc-
ture, which is computationally expensive and inapplicable
in complex large environments. In contrast, Voronoi-based
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approaches aim at spreading out the robots over an environ-
ment by positioning each robot at the centroid of its Voronoi
cell. Unfortunately, Voronoi-based methods inherently suf-
fer from high computational complexities, too. In addition,
these methods require direct communication among robots
which is not applicable in limited-communication environ-
ments.

This paper investigates an alternative approach to multi-
robot coverage, called StiCo, which is based on the principle
of stigmergic (pheromone-type) coordination as known from
ant societies. Compared to graph-based approaches, our
approach is a model-free coverage algorithm implemented
on memory-less simple robots. Moreover, while our ap-
proach avoids the complexity of available Voronoi-based ap-
proaches, it achieves a Voronoi-like segmentation and cov-
erage of the environment in a very robust way on the basis
of indirect communication only. The main characteristics of
our approach are its simplicity, robustness, scalability and
flexibility, as described below and illustrated in the video
demo available at:
http://swarmlab.unimaas.nl/papers/aamas-2012-demo-2

2. THE StiCo APPROACH
The StiCo approach follows the principle of indirect, phero-

mone-based coordination. StiCo assumes that there is a
group of robots which have the capacity to communicate in-
directly by depositing markers (also called pheromones) in
the environment for noticing margins of their territories to
the others. In addition, each robot is equipped with two sim-
ple sensors (in the front-left and front-right directions like an
ant antenna), capable of detecting immediate pheromones.

It is demonstrated that the developed coverage algorithm
causes the environment to be partitioned into smaller regions
(called as robot territory), while margins of each region are
guarded by an individual robot. StiCo uses pheromone de-
tections to recognize the already covered areas and guide the
robots to uncovered environments. This algorithm does not
need any memory or computation ability.

In SitCo, each robot starts to move on a circle with a
predetermined radius. Based on the circling direction (CW
or CCW), one sensor would be considered as the interior
sensor and the other as the exterior one. When the interior
sensor detects pheromone, the robot changes circling direc-
tion immediately as shown in Figures 1a,1b. Otherwise, if
exterior sensor detects pheromone, the robot rotates in the
same direction until it doesn’t detect pheromone any more.
Moreover, the amount of pheromone deposited by each robot
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is adjusted based on pheromone evaporation rate, in a way
that robots do not collide with their own pheromones.

(a) (b)

Figure 1: StiCo coordination principle (a) before
pheromone detection (b) after pheromone detection

This simple algorithm is detailed in Algorithm 1.

Algorithm 1 StiCo Algorithm

Require: Each robot can deposit/detect pheromone trails
Initialize: Choose circling direction (CW/CCW)
loop

while (no pheromone is detected) do
Circle around
deposit pheromone

end while
if (interior sensor detects pheromone) then

Reverse the circling direction
else

while (pheromone is detected) do
Rotate

end while
end if

end loop

3. SIMULATION RESULTS
In this section, we demonstrate the evolution of our sim-

ple StiCo algorithm on a robotic swarm of identical members
in a 40m × 40m field. Simulations are implemented in Mi-
crosoft Visual C++. The pheromones are simulated with
a high resolution, equal to 300 × 300 and the evaporation
rate is 10units/s. The linear velocity of each robot is 2m/s,
and the angular velocity is set to ±1.0rad/s. Each robot
deposits 25units of pheromone in each iteration, and has
two pheromone-sensors which can detect pheromones from
a distance of 2m. We pay careful attention to numerical
accuracy and optimization issues in the pheromones update
policy. Execution of coverage algorithm for 40 robots which
move based on StiCo is illustrated in Figure 2.

In order to demonstrate potential capabilities of this sim-
ple algorithm, we consider a non-convex unknown environ-
ment as shown in Figure 3a. This environment can repre-
sent a devastated area after earthquake, or a street map in
an emergency condition. 40 robots are initiated at the cen-
ter of the environment. The coverage steps are illustrated
in Figures 3a-3c. (In this simulation artificial pheromones
are deposited on the margins of obstacles to make them de-
tectable for robots).

4. CONCLUSIONS AND FUTURE WORK
In this paper we addressed a coverage problem called StiCo

for a group of robots which coordinate indirectly via ant-

(a) (b)

Figure 2: Evolution of StiCo in a simple environ-
ment (Blue shadows are deposited pheromones) (a)
Initial snapshot (b) Final snapshot

(a) (b) (c)

Figure 3: Evolution of StiCo in a complex environ-
ment. (a) Initial snapshot (b) Intermediate snapshot
(c) Final snapshot

like, stigmergic communication. We assumed that robots
can not communicate directly with each other. Therefore, a
stigmergic communication through depositing pheromones
in the environment were proposed. Fully distributed motion
policies were designed which concluded to robust coverage
of the unknown environment. Efficiency of StiCo algorithm
was demonstrated with illustrative simulations.

As future work, we are planning to improve the behavior
of presented algorithm and develop a comprehensive proba-
bilistic framework for StiCo which can help us to prove its
efficiency in mathematical form. Moreover, we are investi-
gating how to implement StiCo on real swarms.
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ABSTRACT
Infraworld is an experimental framework for Computer Aided
Engineering (CAE) systems which is designed for distributed
design. The framework is based on Multi-agent systems that
allow engineers to synchronize their work by keeping track
of their changes and facilitating the detection and manage-
ment of semantic conflicts that arise when different actors
are working in parallel. Conflicts are detected according of
each engineers semantics which are defined by using OWL
ontologies and SWRL rules. When they are detected, the
framework allows solving them by negotiating possible alter-
natives. Then the alternatives are evaluated by expressing
preferences and the picked alternative, being the one that
maximizes the global welfare, is applied in all the models in
the distributed environment. The system is completed with
a machine learning module that allows the agents to suggest
similar solutions to future conflicts with similar semantic
context.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multi-agent
Systems

Keywords
Distributed decision making, Semantic conflict detection

1. INTRODUCTION
Civil Infrastructure design has evolved from its very initial

steps of paper design to Computer Aided Engineering tools
that help in its complex tasks. These tools include sets of
predefined features to compute concrete situations such as,
e.g, the distribution of forces in a structure. However, these
works are always carried out by sets of teams that specialize
in some profile of the multidisciplinar Civil Infrastructure
project. Unfortunatelly, most of the existing tools are geared
to individual workplaces. Although there are some efforts
to make this work more distributed like file repositories or
the most advanced BIM [1] servers there is low support for
handling conflict situations caused when several separated
works have to be put together to align all the project designs.
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Unfortunately, despite previous works like [2] the process
of alignment still a prominent manual one. The civil en-
gineers meet regularly to align their works and in the best
case they can do it using 3D representation of the models
that are navigated and analyzed by the authors in order to
find conflicts. Thus, there is a need for this process to be
automated. When some error is not detected in design time
and the project is already in the construction phase, it is
very costly to fix it. And this situation is still happening
today with the corresponding project overheads and delays.
Studies estimate them at around 5-10% of the total budget
in average [1]. To fulfill this gap, we present the Infraworld
framework. Infraworld allows the definition of the semantics
of a model on a per-engineering-profile basis. The semantics
are defined by sets of OWL [3] ontologies from which the
base knowledge is built, and the conflicts are detected by
using SWRL rules. They are used by the JADE agents that
control the evolution of the project in each workstation and
allow, in front of a conflict, to negotiate how to solve it with
the other stakeholders of the project.

2. THE INFRAWORLD FRAMEWORK
The Infraworld framework is composed of three main log-

ical pieces: 1) a reasoning engine that can be used by Val-
idator agents, 2) the collaboration module that defines the
negotiation protocol that is carried out when solving con-
flicts, and 3) a learning module that, when the negotiation
ends, captures the solution applied and the context of the
conflict in order to infer solutions for future similar conflicts.

2.1 Reasoning Engine
Unlike the usual systems in which the conflict detection

is based on pure geometric overlapping of the objects, also
called Features, in the model, Infraworld framework extends
the concept of conflict to the semantics. To do that, there
is a Core Ontology that defines the concepts of Feature, At-
tribute, Geometry, and Relationship. A Feature represents
an entity of the world and it is composed of the Attributes
that parameterize it, the Geometry that gives its physical
shape in the world and its Relationships with other Fea-
tures in the model. The second level of abstraction is the
FeatureCatalog ontology which gives the meaning of what
Feature represents. For instance there is a Building concept
in this ontology that when applied to a Feature defines it as
a building.

Beyond these ontologies, each engineering profile provides
with their own. This approach allows a feature to be treated
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differently depending on the point of view. For instance, a
sewerage conduction might only be an obstacle for an engi-
neer that is planing a gas supply conduction and only needs
to ensure it does not overlap his designs. However, the en-
gineer designing the sewerage has to ensure that there are
no other conductions underneath. In other words, the sewer
profile needs to take care of other specific problems than just
regular geometry overlaps.

To complete the knowledge, SWRL rules are supported.
They are also provided by each profile and they are meant for
detecting the conflicts. These rules consist of an antecedent
and a consequent. The antecedent is evaluated against the
model and when it resolves to true, then the consequent is
said to be also true. For instance a conflict like the one
explained above could be captured with a SWRL rule as
follows:

Conduction(?c1) ∧ Sewerage(?c2) ∧ isBelow(?c1, ?c2)

→ PositionNotAllowedConflict(?c1, ?c2)

This rule would mark features that match the condition
expressed in the antecedent (first row) as a PositionNotAl-
lowedConflict.

2.2 Collaboration Module
The collaboration module defines a Multiagent society

(see Figure 1) composed of Validators, Negotiators and Co-
ordinators. As the engineers work in parallel, changes are
performed to the model. These changes are monitorized
by the Validator agent that executes the Reasoning Engine
when changes to the model are detected. When conflicts
are detected as a result of the execution of the reasoner, the
engineers have the possibility to solve the conflict by means
of negotiation. The negotiation is based on MARA (Multi
Agent Resource Allocation) as a general mechanism to make
socially acceptable decisions and follows a ContractNet-like
protocol that is executed when a Validator agent wants to
solve a conflict. It consists of two round negotiation. In the
first round, the Coordinator agent notifies all the Negotia-
tors that a conflict has been detected and asks for alterna-
tives to solve it. Then, Negotiators record the alternatives
provided by the engineers and send them back to the Co-
ordinator agent. The Coordinator agent collects all the al-
ternatives and send them again, in a second round, to the
Negotiators so that their engineers can provide with prefer-
ences. The engineers express their preferences by giving a
score ranging from -5 to 5 to each alternative and the Ne-
gotiators send them to the Coordinator. The Coordinator
picks the alternative that maximizes the global welfare as the
solution and notifies this decision to the Negotiators. This
solution is finally applied to all the models in the distributed
environment.

2.3 Learning Module
The third module is aimed to learn from the engineers ex-

perience and behavior. After a conflict has been solved in
a negotiation the context of the conflict, i.e. the Features
and their Attributes that were in conflict, as well as the
related Features this Feature may have by means of its Re-
lationships, are registered for future processing. If the same
conflict occurs in the future, the Validator agent might find
coincidences in the history and suggest the past solution to
help the engineers to find a solution for it.

Figure 1: Overview of the system

3. EXPERIMENTS AND RESULTS
We applied our framework to two use cases to test it. The

Reasoning Engine showed to be adequate to detect project-
specific semantic problems. The Collaboration Module al-
lowed to perform the negotiation. Finally, the Learning
Module could suggest solutions for repeating problems.

• Urban Development Use Case consisting of a model
with 4107 ontology instances covering the development
of the city of Drammen in Norway. In this use case two
profiles (a traffic engineer and a builder) were design-
ing the model. The goal was to ensure that the road
network was not exceeded by the population living in
the buildings being planned.

• Power Plant Electricity Installation Use Case
with 4592 ontology instances in which two engineer-
ing profiles in charge of the foundations and the wiring
structure had to solve conflicts regarding the bolts con-
necting both elements that were misplaced. Since this
conflict was repeating, the Learning Module helped
solving it by automatically suggesting solutions.
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† Agent Technology Center, Faculty of Electrical Engineering, Czech Technical University, Prague,
Czech Republic

{jakob, moler, komenda, pechoucek}@agents.fel.cvut.cz
∗ Computer Science Department, University of Southern California, Los Angeles, CA. USA.

{zhengyuy, jiangx, matthepj, tambe}@usc.edu

ABSTRACT
AgentPolis is a fully agent-based platform for modeling
multi-modal transportation systems. It comprises a high-
performance discrete-event simulation core, a cohesive set of
high-level abstractions for building extensible agent-based
models and a library of predefined components frequently
used in transportation and mobility models. Together with
a suite of supporting tools, AgentPolis enables rapid pro-
totyping and execution of data-driven simulations of a wide
range of mobility and transportation phenomena. We il-
lustrate the capabilities of the platform on a model of fare
inspection in public transportation networks.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence ]: Multi-agent
Systems; I.6.3 [Simulation and Modeling]: Applications

General Terms
Algorithms, Design, Experimentation

Keywords
agent-based modeling, multi-modal mobility, simulation, plat-
form, transportation, fare inspection

1. INTRODUCTION
Over the last two decades, high-level, equation-based trans-

portation modeling has been being replaced by micro-simu-
lation approaches, which achieve higher accuracy by repre-
senting transportation systems at the level of individual peo-
ple and vehicles [2]. Micro-simulation is particularly popu-
lar for vehicle traffic modeling, where it is now part of sev-
eral commercial packages. Adoption of micro-simulation is
slower in mobility models, which aim to capture how peo-
ple (and freight), rather than just vehicles, move around in
space and time using different means of transportation. The
state-of-the art activity-based approaches model mobility by
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encoding people’s choices regarding the type, location, and
time of their activities and transportation between them.

MATSim [1] is the best known platform for activity-based
mobility micro-simulation. Although termed agent-based
and supporting individual-level modeling, MATSim treats
individuals as passive data structures which can only be up-
dated synchronously by central modules at infrequent, pre-
defined points in time. This reduces the ability to add new
types of agents to the model and to represent dynamic and
multi-agent behavior.

To overcome these limitations, AgentPolis adopts a fully
agent-based modeling approach. Individual entities of a trans-
portation system are represented as autonomous agents with
continuous, asynchronous control modules and the ability to
interact freely with the environment and other agents. The
agent-based approach reduces coupling and allows modeling
scenarios in which agents adjust their plans at any time dur-
ing the day based on their observations of the environment
and/or communication with other agents. Agent-centric
design also makes AgentPolis models usable as testbeds
for evaluating innovative multi-agent mechanisms for trans-
portation control and management.

2. PLATFORM OVERVIEW
The Java-based AgentPolis platform (see Figure 1 for

an architecture overview) was designed to provide maximum
reusability of elements shared by most models of transporta-
tion and mobility phenomena while allowing maximum flex-
ibility in implementing model-specific parts.

2.1 Simulation Core
In the core of AgentPolis is a discrete-event simula-

tion platform based on the Alite multi-agent toolkit1. The
platform consists of a high-performance discrete-event pro-
cessing engine and a set of domain-independent abstrac-
tions for building discrete-event agent-based models of large
systems. The discrete-event model used is more resource-
efficient compared to fixed-time-step execution models used
by most agent-based simulation platforms. The refined set
of abstract classes and interfaces compliant with the agent-
based design paradigm provides a coherent foundation for
building diverse agent-based models. This contrasts with
highly purpose-specific designs of existing transportation mo-

1http://agents.fel.cvut.cz/projects/#alite
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Figure 1: AgentPolis architecture.

dels, which make horizontal extension of models difficult.

2.2 Transportation Domain Model Library
Built on top of the base domain-independent abstractions,

the transportation domain library provides a set of specific
components for rapidly building transportation and mobility
models. The library consists of the following software classes
and modules:

• transportation network components—software classes
for building transportation environments, in particular
road, railway and metro networks, road intersections,
public transportation stops and interchanges;

• vehicles—software classes representing vehicles (cars,
buses, trains) and their properties;

• transportation actions and sensors—software classes
mediating access between agents and their surround-
ing transportation environment, e.g., getting on/off a
vehicle, moving along a street segment or detecting an
arriving train;

• transportation activities and lifecycles—reactive con-
trol structures that can be composed to create a de-
sired agent’s behavior, e.g., travelling on a public trans-
port or driving a vehicle between locations;

• route and journey planning—functional modules pro-
viding agent reasoning capabilities, in particular effi-
cient route planning in road networks and multi-modal
journey planning with public transportation services.

2.3 Simulation Tools
Rapid construction, execution and experimentation with

AgentPolis models is supported by a range of tools:

• Data interfaces and filters allow to work directly with
transportation-related data in standard formats, in-
cluding OpenStreetMap format for map data, and Goo-
gle Transit Feed Specification for public transportation
networks and timetables.

• Population generation tools allow generating large num-
bers of agents with realistic distributions of demogra-
phic attributes (age, gender, income, car ownership
etc.) based on real-world census data.

• Experiment configuration, management and deployment
tools enable defining in a compact form experiment
scenario batches and automatically executing them on
available computing resources.

• Visualization and reporting tools allow viewing simula-
tion runs as well as simulation results, including their
geospatial and temporal context and aggregation over
multiple runs and scenarios, in an interactive browser
based on Google Earth.

3. APPLICATION TO FARE INSPECTION
Simulation of public transportation fare inspection is one

of the models built using the AgentPolis platform. The
model allows evaluating the effectiveness of fare inspection
strategies provided by human experts or computational tools,
in particular the TRUSTS (Tactical Randomization for Ur-
ban Security in Transit Systems)[3] system for scheduling
randomized fare inspection patrols. TRUSTS adopts a game-
theoretic approach, modeling the problem as a leader-follower
Stackelberg game, and employs a novel compact representa-
tion of the mixed strategies as flows in a history-duplicate
transition graph.

The agent-based model of fare inspection comprises two
types of agents—the FareAwarePassenger has a standard
daily travel pattern extended with ticket purchase logic de-
termining whether a ticket should be purchased for a partic-
ular journey; the TicketInspector agent inspects passengers
on specific trains and at specific stations according to a given
patrolling schedule, provided, e.g., by the TRUSTS sched-
uler. The performance of each inspection strategy can be
tested against passengers with different levels of rationality
and observability of the environment. A number of per-
formance metrics can be measured including fines collected,
revenue lost and inspection coverage. So far, the fare inspec-
tion model was developed for the Los Angeles Metro system
and involves the simulation of almost 400 thousand rides on
five metro lines a day.

We are developing other models using the AgentPolis
platform, including real-time ride sharing, auction-based taxi
allocation and on-demand parcel delivery logistics. More
information about new developments can be found on the
platform’s website2.
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ABSTRACT
The purpose of the demonstrator is to present a novel system
for gesture-based interaction between humans and a swarm
of mobile robots. The human interacts with the swarm by
showing hand gestures using an orange glove. Following ini-
tial hand glove detection, the robots move to adapt their
positions and viewpoints. The purpose is to improve indi-
vidual sensing performance and maximize the gesture in-
formation mutually gathered by the swarm as a whole. Us-
ing multi-hop message relaying, robots spread their opinions
and the associated confidence about the issued hand gesture
throughout the swarm. To let the robots in the swarm in-
tegrate and weight the different opinions, we developed a
distributed consensus protocol. When a robot has gathered
enough evidence, it takes a decision for the hand gesture,
and sends it into the swarm. Different decisions compete
with each other. The one assessed with the highest confi-
dence eventually wins. When consensus is reached about
the hand gesture, the swarm acts accordingly, for example
by moving to a location, or splitting into groups.

The working of the system is shown and explained in
the video accessible at the following address: http://www.

idsia.ch/~gianni/SwarmRobotics/aamasdemo.zip.

Categories and Subject Descriptors
I.2.9 [Robotics]; I.2.11 [Distributed Artificial Intelli-
gence]: Coherence and coordination; C.2.4 [Computer
Communication Networks]: Distributed applications

General Terms
Algorithms

Keywords
Gesture recognition, Distributed consensus, Swarm robotics

1. INTRODUCTION
We consider the problem of the interaction between hu-

mans and robotic swarms. The purpose is to let a human
communicating commands to be executed by the swarm
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(e.g., split in two groups). The problem is particularly chal-
lenging since the robots in the swarm can be spread in dif-
ferent positions in the environment and be engaged in tasks
of their own when the command is issued. Moreover, the
robots typically used in swarm robotics are relatively simple
and have limited processing capabilities. The task of the
robots is to detect and understand the command, and col-
lectively reach a distributed consensus about it in order to
actuate its execution.

We use hand gestures as mean for human-swarm communi-
cation. In our scenario, a hand gesture encodes a command,
that the swarm will execute. Hand gestures are a powerful
and intuitive way to communicate, and do not require the
use of additional devices. However, real-time vision-based
recognition of hand gestures is a challenging task for the
single robot, due to the limited processing power and field
of view of robots that we use, the foot-bots (see next section).

We investigated how to exploit robot mobility, swarm spa-
tial distribution, and multi-hop wireless communications, to
let the robots in the swarm: (i) implement a distributed and
cooperative sensing of hand gestures, and (ii) robustly reach
a consensus about a gesture.

2. THE ROBOTS IN THE SWARM

Figure 1: The foot-bot mobile platform. Italicized
text indicates features we use; remaining features
are either for monitoring (black), or are not used
(gray).

We use foot-bot robots (Figure 1), developed in the Swar-
manoid project [1] specifically for swarm robotics appli-
cations. The foot-bot is based on an on-board ARM 11
533MHz with a Linux-based operating environment.
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We use a subset of the sensors and actuators available
on such platform. In particular, the frontal camera is used
for recognizing gestures, and acquires 512 × 384 RGB im-
ages. Motorized track-based wheels allow robots to move at
speeds up to 5cm per second. The infrared-based range-
and-bearing sensor and actuator allows a robot to detect its
line-of-sight neighbors up to a range of few meters, and to
recover their distance and bearing; messages can be broad-
cast to neighbors through a low-bandwidth (100 bytes/sec),
low-reliability communication channel; in our implementa-
tion, all messages propagate to the swarm using multi-hop
communication on this system. RGB LEDs are used to dis-
play the state of the system and for notifying the user about
the decision the swarm has taken.

3. GESTURE RECOGNITION AND
DISTRIBUTED CONSENSUS

We consider the two sets of gestures represented in Fig-
ure 2, namely finger counts (from 0 to 5) and four ad-hoc
gestures representing furniture-like shapes, designed for in-
teracting with roombot robots [2].

Figure 2: The six finger-count gestures (first row),
and the four furniture-like gestures (second row).

3.1 Training of the Gesture Classifier
The first step was to use 13 foot-bots to collect a total of

70,000 hand gesture images from 65 different points of view.
Figure 3 shows the acquisition setup.

Figure 3: Setup for the training dataset acquisition.

For each acquired image, robots use color-based segmen-
tation to detect the glove and obtain a binary mask, from
which 20 shape features are computed.

With this data set we trained a Support Vector Machine,
which is used by the robots for individual gesture classifica-
tion and generation of an opinion vector, assigning a prob-
ability to each known gesture [3]. The resulting classifier
performs correctly independently on the orientation of the
hand since it was trained from images obtained from differ-
ent points of view.

3.2 Distributed Gesture Recognition
In our scenario, robots search for the glove in an environ-

ment. When a robot detects the glove, the rest of the robots
moves to adapt their viewpoint for better sensing.

Robots then start acquiring hand images at a rate of
roughly one per second. Immediately after each acquisition,
the image is processed as described above. The resulting
opinions (i.e., classification vectors representing the prob-
ability of each gesture) are spread throughout the swarm
through multi-hop message relaying. Each robot records its
own opinions (deriving from successive acquisitions) as well
as opinions received from the rest of the robots in the swarm.

The full set of available opinions (which may be conflict-
ing) are additively taken into account by each robot, that
incrementally builds a decision vector D as the component-
wise sum of all the classification vectors (opinions) it has
locally generated and/or received from other robots. D’s
component with the highest value, i′, indicates the gesture
class in favor of which most evidence is available at the mo-
ment to the robot. The robot also calculates a measure of
its confidence about the true class being i′ as λ = Di′−Di′′ ,
where i′′ is the index of the second highest component of D.

When a robot has gathered enough evidence, i.e., when
λ exceeds a predefined threshold, it takes a decision for the
hand gesture, and sends it into the swarm, where it is prop-
agated through wireless line-of-sight multi-hop communica-
tion. Robots receiving a decision immediately adopt it. If
different decisions are generated in a swarm, the one as-
sessed with the highest confidence overrides and shutdowns
the propagation of the others.

The linked video shows two examples of command exe-
cution. For the furniture-like shapes, robots send their de-
cisions to the simulated Roombot system, where modular
robots ’build’ the furniture [2]. For the finger count, after
receiving a ’two’, the swarm splits in two groups moving in
opposite directions.

4. DEMONSTRATION
The system will be demonstrated with a swarm composed

by at least 5 foot-bots, as shown in the video. The full
scenario described above will be operational and the partic-
ipants will be able to interact with the swarm (one person
at a time) using an orange glove.
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1. INTRODUCTION
The multi-agent systems community has made great strides

investigating issues such as coordination and negotiation.
When addressing human or human-agent behavior, very few
approaches have addressed a feature that people are embod-
ied in the real-world and act in geospatial environments. In
the past, it has been difficult to perform experiments and
collect data for such domains. However, with the spread of
mobile technology that can run sophisticated applications
and return location-based data, we are now in a position to
investigate such questions.

Team-It allows researchers to run mobile-games for a va-
riety of location-based experiments for multi-agent coordi-
nation and negotiation with real-world movement as well as
competitive experiments such as pursuit-evasion games. We
will provide a brief description of Team-It , its capabalities,
its applications and our plan for the demonstration.

2. TEAM-IT
Team-It allows for multiple teams each which can be

composed of one or more players. Players can be human
or software agents. Human players interact with the game
through an iOS interface shown in Figures below. All play-
ers have a location which is tracked and shared through the
interface. If players move, their locations are tracked and
updated. Human players are currently being tracked via
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GPS location updates. Figure 1 shows various human and
software agents on the game interface.

Figure 1: Human agents (larger green circles in the
left figure) and software agents (red circles in the
right figure) are shown in a map-based interface.

Each player is give a a collection of cards with various
colors. These cards are abstractions that can represent skills
or resources at their disposal. Players can have multiple
cards of the same color to indicate greater skill or more
resources. Cards can be persistent indicating that they are
skill that can be applied repeatedly or consumable indicating
they are a resource that gets used up when applied.

The game also has multiple task collections, each of which
are situated in a specific geospatial location. These collec-
tions are only discovered if players are within a certain dis-
covery radius of the task collection location. When discov-
ered, a collection reveals a set of tasks. Each task requires a
certain set of cards to be applied simultaneously for a stated
duration in order to be completed successfully. The cards
can be applied to a task only when an agent is within a par-
ticular application radius from the collection location. This
application radius can be smaller than the discovery radius.
Multiple players can apply cards to the same task.

Once all the required cards are applied for the required
skills for the required duration, the task is completed. If a
player leaves the application radius or cancels the applica-
tion of a card, the task is incomplete and must be started
again in order to be completed, i.e., tasks cannot be sus-
pended. When a task is completed, each team receives
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Figure 2: Players can see tasks as yellow circles that
show an exclamation point when the player is within
the discovery radius (left figure). At the top right,
players can see their card sets. By pressing the task
collection icon, players go to the card application
interface (right figure) where the can apply cards to
a chosen task.

points which can differ by team. The points received are
known when the task collection is discovered. Figure 2 shows
tasks in the map interface as well as the card application in-
terface.

Human players may not even as a team have the cards re-
quired to complete tasks. Team-It also has software agent
which are parts of other teams with whom players can ne-
gotiate to obtain cards. The negotiation only involves con-
sumable cards, i.e., resources, that can change ownership.
Software agents can be endowed with arbitrary negotiation
algorithms and policies can be as heterogeneous. The poli-
cies are generated by hidden valuations over various cards.
The interface for negotiation is shown in Figure 3.

Figure 3: The human players can see what card
types the software agent is willing to offer and ac-
cept as well as options for negotiation (left figure).
A successful trade is also shown (right figure).

3. APPLICATIONS OF TEAM-IT
Team-It gives researchers the ability to run real-world

human-agent geospatial experiments in a variety of multi-
agent contexts. We can investigate multi-agent coordination

by focusing on games with single team and only persistent
cards where the team must decide how to best combine, path
plan and schedule discovery and application of diverse skills
to optimize their performance within a given time interval.
We can add competition or motivational diversity with mul-
tiple teams where players must negotiate to get skills from
other teams to accomplish their goals. We can introduce
negotiation and trading with resources in a mixed-initiative
environment. Team-It also enables experiments in pursuit-
evasion games with the location identification, discovery and
card application features.

4. DEMONSTRATION

Figure 4: A Team-It game on the USC campus
showing players coordinating to complete tasks.

We will bring several iPads on which participants will
be able to use Team-It . We will adapt the location-
based services to work indoors by using one of two features:
step-based tracking using the accelerometer where partici-
pants can physically move or acceleromater-controlled mo-
tion where participants move by manipulating the iPad. We
will choose the best option based on the location and struc-
ture of the demo facility. The Team-It demo will involve
participants joining teams and working with their team,
other teams and software agents to complete tasks and gain
points. We will display a live scoreboard of the best per-
forming teams. Participants will be able to join and leave
the game at any time. A movie of Team-It can be found
at: http://youtube.com/.
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ABSTRACT
In an attempt to bridge the gap between the theoretical advances
in multiagent decision making algorithms and their application in
real world scenario, we present the Georgia testbed for autonomous
control of vehicles (GaTAC). GaTAC provides a low-cost, open-
source and flexible environment for realistically simulating and eval-
uating policies generated by multi-agent decision making algorithms
in real world problem domains pertaining to control of autonomous
uninhabbited aerial vehicles (AUAVs). We describe GaTAC in de-
tail and shall demonstrate how GaTAC could be used to simulate
an example AUAV problem. We expect GaTAC to facilitate the de-
velopment and evaluation of scalable decision making algorithms
with results that have immediate practical implications.

Categories and Subject Descriptors
I.2.11 [Distributed Artificial Intelligence]: Multiagent Systems

General Terms
Experimentation

Keywords
scalability, testbed, autonomous vehicles

1. INTRODUCTION
With advances in multi-agent sequential decision making algo-

rithms, there is a need to move beyond traditional toy problems to
scalable problems with real world implications that may be used to
evaluate performance of various decision making algorithms. We
think that desired problem domains should, (a) be scalable to natu-
rally allow for greater numbers of physical states, actions, observa-
tions, and agents while maintaining the plausibility of the problem;
(b) be flexible to accomodate different types of multi-agent settings
such as co-operative, competitive or mixed; (c) produce solutions
that are rich in structure and which have practical implications; and
(d) be realistic and have popular appeal. In this paper, we introduce
a problem domain that meets these criteria.

Unmanned agents such as uninhabited aerial vehicles (UAVs) are
used in fighting forest fires, law enforcement, and wartime recon-
naissance. They operate in environments characterized by multi-
ple parameters that affect their decisions, including other agents
with common or antagonistic preference. The task is further com-
plicated as the vehicles may possess noisy sensors and unreliable
actuators. In such complex and unreliable settings, an autonomous

Appears in: Proceedings of the 11th International Con-
ference on Autonomous Agents and Multiagent Systems
(AAMAS 2012), Conitzer, Winikoff, Padgham, and van der Hoek
(eds.), 4-8 June 2012, Valencia, Spain.
Copyright c© 2012, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

UAV must choose navigational and surveillance actions that are ex-
pected to optimize its objective of say, timely reconnaissance of tar-
get while avoiding detection. UAV operation theaters may be pop-
ulated by a single reconnaissance target or a host of other agents
including UAVs working together as a team, or other hostile UAVs.
Depending on the type of the agents present in the environment, this
would involve application of decision-theoretic frameworks such as
interactive POMDPs [2] and decentralized POMDPs [1].

In order to facilitate application of multiagent decision making
to the problem domains pertaining to AUAVs and its evaluation,
we have developed the Georgia testbed for autonomous control
of vehicles (GaTAC). GaTAC is a computer simulation framework
for evaluating autonomous control of aerial robotic vehicles such
as UAVs. It provides a low-cost and open-source alternative to
highly complex and expensive simulation architecture. GaTAC
uses a free, open-source and multi-platform flight simulator soft-
ware called FlightGear. GaTAC deploys multiple instances of the
flight simulator on a networked cluster of computing platforms us-
ing a scalable architecture. It is flexible in allowing the interchange
of instances of manually controlled vehicles with autonomous ones.
It can be extended to include complex scenarios involving multiple
UAVs performing complex tasks.

In this paper we describe GaTAC in detail focusing on its ar-
chitecture and its components and provide an introduction to our
demonstration of its applicability on a simple example problem.

2. TESTBED FOR AUTONOMOUS
CONTROL

As we mentioned previously, the objective behind the develop-
ment of GaTAC is to provide a realistic and scalable testbed for al-
gorithms on multiagent decision making. GaTAC facilitates this by
providing an intuitive and easy to deploy architecture that makes
use of powerful, open-source software components. Successful
demonstrations of algorithms in GaTAC would not only represent
tangible gains but also have the potential for practical applications
toward designing autonomous UAVs. We think that multiagent de-
cision making could make significant contributions in this area.

2.1 Architecture
We show a simplified design of the GaTAC architecture in Fig. 1,

where a manually controlled UAV is interacting with an autonomous
one. Briefly, GaTAC employs multiple instances of an open-source
flight simulator possibly on different networked platforms that com-
municate with each other via external servers, and an autonomous
control module that interacts with the simulator instances using a
communication module. GaTAC can be deployed on most plat-
forms including Linux and Windows with moderate hardware re-
quirements, and the entire source code is available. GaTAC is im-
plemented using C++ programming language.
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Figure 1: Design of GaTAC showing two networked instances
of a flight simulator (FlightGear with 3D scenery from Ter-
raGear), one autonomously and other manually controlled.
GaTAC is extensible and more instances may be added.

Each agent may be simulated on a separate instance of GaTAC
that may be running on different computing platforms connected
through the internet. GaTAC doesn’t apply any limit to the problem
size or the number of agents. We describe the individual compo-
nents of a GaTAC instance next.
2.1.1 Flight Simulator

We utilize FlightGear [3] as the flight simulator in GaTAC. Flight-
Gear flight simulator project is an open-source, multi-platform, hy-
perrealistic flight simulator with a goal to develop a low cost so-
phisticated flight simulator for use in academic and research envi-
ronments. The entire source code of FlightGear written in C++ is
available under GNU General Public License, allowing full exten-
sibility. It provides a flexible platform with options to choose from
multiple aircrafts, including UAVs (e.g., Predator), which could be
operated manually or guided automatically by external programs.
FlightGear uses a generic, six degrees-of-freedom flight dynamics
model for simulating the motion of aerial vehicles. It simulates
the effect of airflow on different part of the aircraft making it pos-
sible to perform the simulation based on geometry and mass in-
formation combined with more commonly available performance
numbers for an aircraft. FlightGear utilizes realistic 3-dimensional
scenery available from TerraGear, which virtually maps many parts
of the world including models of the sky.

FlightGear also provides multiple views of the flying aircraft, in-
cluding external views from different viewpoints and an internal
cockpit view which allows for a realistic flying experience. Fi-
nally, multiple instances of FlightGear may be run on different
hosts and are linked together through external servers located in
different countries. This multi-player mode allows for multiple air-
crafts to fly simultaneously and see each other if the aircrafts are in
visual range. This is a crucial functionality for its use in multiagent
systems research.
2.1.2 Communications Module

FlightGear allows remote control of the aircrafts through UDP
socket based communication channels. The communication mod-
ule in GaTAC (see Fig. 1) establishes UDP sockets that are used to
communicate with instances of FlightGear. Control data at a low
level is sent to FlightGear in order to remotely pilot the UAV. This
data includes values for more than 30 flight parameters including
the throttle, rudder, elevator and aileron settings. The communi-
cations module receives the aircraft’s flight dynamics in real time
from FlightGear. This includes data about the current latitude, lon-
gitude and altitude location of the aircraft, the values of the dif-
ferent flight surfaces, and current fuel level. During flight, the
communication module continuously sends and receives data from

the FlightGear instance at a pre-specified baud rate. GaTAC asso-
ciates a communication module with every instance of FlightGear
regardless of whether the corresponding aircraft is autonomously
or manually controlled. If the aircraft is manually controlled, the
communication module simply receives the flight dynamics of the
aircraft in order to remain informed about the state of that aircraft.
The communication module also provides a way for UAVs to com-
municate with each other. This may be useful in team settings with
communication.
2.1.3 Autonomous Control Module

In order to allow algorithmic control of the aircraft, GaTAC im-
plements an autonomous control module (see Fig. 1). This module
implements low-level control actions such as setting values of vari-
ous flight parameters including throttle, rudder, elevator and aileron
settings. Using these low level actions, we have constructed high-
level control actions such as takeoff, fly straight, change heading,
move to an adjacent grid, etc. We may utilize these actions to con-
struct a set of agent actions for any decision making problem. The
GaTAC library is extensible to include additional actions. Addi-
tionally, GaTAC allows users to define their own grids of any size.

Because we intend to utilize GaTAC with multiagent decision
making frameworks, it implements methods that read policy tree
files in different formats generated by various algorithms. We have
made effort to make GaTAC independent of any particular type of
decision-theoretic framework. It may be easily integrated with ex-
isting implementations by simply providing it with the behavioral
policies generated by the various algorithms for decision making.

3. DEMO
In demo, we show how GaTAC may be used to simulate and eval-

uate the policies obtained for a few example UAV reconnaissance
problem using various decision making algorithms. The evalua-
tion criteria may differ according to various problem. Some of the
evaluation criteria may be the number of successful achievement of
goal (number of successful reconnaissance), the cumulative reward
obtained, etc.

More information on GaTAC including the source code, a demo
video and an informative powerpoint presentation may be obtained
from the following link: http://thinc.cs.uga.edu/thinclabwiki/index.
php/GaTAC_:_Georgia_Testbed_for_Autonomous_Control_of_Vehicles

4. DISCUSSION
GaTAC provides a low cost, open source scalable platform for a

satisfactory simulatory experience of a problem domain that has
popular appeal, and is extensible. GaTAC represents a realistic
testbed for multiagent decision making research, and a first step
in our knowledge toward enabling decision-making algorithms to
cross over to domains of practical import. We hope that GaTAC
could be further improved with inputs from users.
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Pĕchouček, Michal, 37, 905, 1239, 1301, 1473, 1501
Pedersen, Sindre, 1169
Pelachaud, Catherine, 87, 1179
Peled, Hilla, 265
Peña, Jorge, 1175
Penczek, Wojciech, 1447
Pennock, David, 1317, 1319
Penya-Alba, Toni, 1275
Pereira , Luís Moniz, 559
Perez, Victor, 1493
Pham, Manh Tung, 1257
Phelps, Steve, 653
Pinciroli, Carlo, 139
Pini, Maria Silvia, 1313, 1407
Pita, James, 1297
Piunti, Michele, 1241
Pizzo, Antonio, 1185
Popelová, Markéta, 1477
Porte, John, 79, 1463
Prada, Rui, 1175
Prakken, Henry, 1411
Prepin, Ken, 1179
Price, Michael J., 163
Procaccia, Ariel, 711
Proper, Scott, 1397
Pryymak, Oleksandr, 543
Pyrga, Evangelia, 1311

Qu, Xia, 1243

Rabinovich, Zinovi, 459
Raboin, Eric, 1201
Rahwan, Iyad, 493, 1167



Rahwan, Talal, 239
Raimundo, Guilherme, 1175
Rajagopal, Karthik, 1299
Ramamoorthy, Subramanian, 349, 1203
Ramchurn, Sarvapali, 223, 281
Ranathunga, Surangika, 1491
Ranjbar-Sahraei, Bijan, 1497
Rao, Karun, 375
Ravindran, Balaraman, 391
Read, Stephen, 55
Rebollo, Miguel, 1355, 1429
Reeves, Daniel, 1319
Reijngoud, Annemieke, 635
Ribeiro, Luís Landeiro, 1175
Richards, Deborah, 79, 1463
Riedl, Mark, 71
Robu, Valentin, 669, 1165
Rodríguez, Abdel, 1401
Rodriguez, Inmaculada , 1483
Rodriguez, Rosa Maria, 1493
Rodriguez-Aguilar, Juan Antonio, 1275
Rogers, Alex, 281, 289, 417, 543, 661, 1165, 1461, 1467,

1471
Roos, Magnus, 1287
Rose, Harry, 661
Rosenschein, Jeffrey, 611, 1315
Rossi, Francesca, 1313, 1407
Rothe, Jörg, 577, 1287
Rovatsos, Michael, 307
Rudolph, Sebastian, 1249
Ruff, Alexander, 1333
Rui, Zaojie, 1331
Ruiz, N., 1493
Russo, Alessandra, 1369

Sá, Samy, 501
Sabater-Mir, Jordi, 517, 1189
Sabouret, Nicolas, 1191
Sadat, Seyed Abbas, 1199
Sadrzadeh, Mehrnoosh, 1231
Saffidine, Abdallah, 1247
Samadi, Mehdi, 1217
Sandholm, Tuomas, 645, 711, 729, 871
Santos, Francisco C., 559
Santos, Pedro A., 1175
Sardina, Sebastian, 1049, 1081
Sarne, David, 1291, 1293, 1445
Satoh, Ken, 1369
Sattar, Abdul, 1375
Scerri, Adrian, 1213
Scerri, Paul, 1213, 1261, 1269
Scheidler, Alexander, 97
Scheutz, Matthias, 189
Schjølberg, Ingrid, 1169
Schorlemmer, Marco, 517

Schumacher, Michael, 1487
Schumann, René, 1487
Seedig, Hans Georg, 585
Segal, Richard, 821
Seidita, Valeria, 1065
Selman, Bart, 965
Sen, Sandip, 1333, 1349
Şensoy, Murat, 1365
Seow, Kiam Tian, 1257
Serrano, Emilio, 307, 1377
Service, Travis, 569, 593
Shankar, Kumar Shaurya, 1213
Shapiro, Steven, 1081
Shehory, Onn, 1291
Shieh, Eric, 13
Shivashankar, Vikas, 981
Sidner, Candy, 63
Sierra, Carles, 1415, 1481
Singh, Munindar, 1073, 1149, 1489
Singh, Satinder, 407, 441, 1277
Slavkovik, Marija, 1403, 1405
Sleight, Jason, 323
Slota, Martin, 1425
Slusallek, Philipp, 1479
Smith, Stephen, 1271
Sofy, Nadav, 1445
Soh, Leen-Kiat, 1221
Song, Zhao, 1199
Sonu, Ekhlas, 1039, 1507
Sørensen, Troels, 829
Sorg, Jonathan, 407
Sousa, Sergio, 1403
Spaan, Matthijs, 1229
Spanoudakis, Nikolaos, 171
Sridharan, Mohan, 181
Stein, Sebastian, 231, 669
Ştiurcă, Nicolae, 129
Stone, Peter, 129, 341, 357, 475, 1251
Stranders, Ruben, 289
Stranieri, Alessandro, 97
Subagdja, Budhitama, 1007, 1465
Such, José, 1377
Suetsugu, Katsuya, 1159
Sukthankar, Gita, 687, 1219
Sullivan, Keith, 197
Sutanto, Danny, 1253, 1431
Sycara, Katia, 879, 1161, 1269, 1409
Szczepański, Piotr, 239
Szreter, Maciej, 1447

Tambe, Milind, 13, 21, 847, 855, 863, 905, 955, 1193,
1297, 1299, 1307, 1455, 1501

Tan, Ah-Hwee, 1007, 1465
Tan, Yao-Hua, 1371
Tan, Yuan-Sin, 1007



Tang, Pingzhong, 729
Tay, Junyun, 205
Taylor, Charlotte, 79, 1463
Taylor, Matthew, 383, 1383
Taylor, Meredith, 79, 1463
Teacy, Luke, 417
Telang, Pankaj, 1073, 1489
Tennenholtz, Moshe, 771, 897
Teow, Loo-Nin, 1007
Tesauro, Gerry, 821
Tettamanzi, Andrea, 1339
Thakur, Subhasis, 1375
Thangarajah, John, 1049, 1081, 1187, 1443
Theng, Yin-Leng, 1361
Thom, James, 1163
Thomaz, Andrea, 483
Thompson, David, 105
Tittle, James, 1161
Tjønnås, Johannes, 1169
Todo, Taiki, 753
Tomaszewski, Christopher, 1213
Tomek, Jakub, 1477
Toniolo, Alice, 1409
Torrey, Lisa, 1383
Tran-Thanh, Long, 289
Trescak, Tomas, 1483
Trodd, Luke, 1443
Troquard, Nicolas, 1245
Trovò, Francesco, 1325
Troyan, Peter, 1327
Tsai, Jason, 1193
Tsao, Tiffany Yi-Ting, 1439
Tsimhoni, Omer, 459
Tumer, Kagan, 425, 1397
Turrini, Paolo, 805
Tuyls, Karl, 147, 383, 1393, 1475, 1495

Ueda, Suguru, 795, 1327
Ufimtsev, Vladimir, 121
Uras, Tansel, 997
Urieli, Daniel, 129

Valada, Abhinav, 1213
van der Hoek, Wiebe, 1115
van der Schaar , Mihaela, 1283
van der Torre, Leendert, 1023, 1373, 1403
van der Zwaan, Janneke, 1183
van Ditmarsch, Hans, 1091, 1247
Van-Gael, Jurgen, 535
van Oijen, Joost, 1181
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