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ABSTRACT
This PhD work explores the way automated recommender sys-
tems can be built to help users develop healthier food consumption
habits. The main focus is on developing methods of recommen-
dation that allow long-term modifications in user’s consumption
habits and lasting changes in user’s behaviour. We proposed a rec-
ommendation scenario were the user and the recommender can be
seen as two agents interacting with each other. We also proposed a
reinforcement learning formalism of the recommendation problem
faced by the recommender system, as well as a choice criterion for
recommendation and heuristics derived from that optimal criterion
to guide recommendation.
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1 INTRODUCTION
Nowadays, humans choices are increasingly made in interaction
with a machine or an algorithm. Indeed, as the quantity of informa-
tion grows, and so the number of possible choices, it becomes more
difficult for humans to make choices. Looking at the huge amount
of products provided on amazon.com, or videos on YouTube, one
can feel completely lost when looking for the best decision to take.
The way this immense amount of data makes the choice barely im-
possible for a human being is called information overload. In order
to overcome this problem, filtering systems were introduced, re-
ferred to as recommender systems. These are used to provide their
users a short-list of items that are the most relevant for the user at
the given time. There exists a wide variety of such recommender
systems algorithms, that can be applied in numerous domains.

The PhD summarized here aims at using the tools of automated
recommendation to help a user to modify his/her consumption
habits towards a goal he/she pursues. The objective of this PhD
is to explore the way to build a recommender system leading effi-
ciently a user to modify his/her behaviour toward a given goal. In
order to do so, we propose a model of the user-system interaction,
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we explore the space of recommendation policies, and the char-
acteristics that lead to efficient recommendation. We also aim at
investigating the effect of the specified goal on the quality of the
recommendation, and the efficiency of learning recommendation
policies. We study this problem in the particular context of dietary
food recommendation.

First we explore how to model the interaction between the user
and the recommender system. As we focus on helping a user to
modify his/her behaviour, we investigate the effect of recommender
systems on user behaviour. It appears that these effects are of two
different kinds. On one hand, the immediate effects of recommen-
dation. When one is given a recommendation by a system, this may
impact his/her behaviour : if the recommended item is chosen, the
recommender has lead to a one-off behaviour modification from the
user. On the other hand, when interacting on the long term with a
recommender system, the user’s habits and even preferences may
shift to new-ones [4]. This shift can be, if not induced, influenced
by the items the system has showed to the user, by recommending
them. One kind of long termmodification that has been measured is
known as filter bubbles, where the recommender induces a narrow-
ing in diversity of user chosen items [7]. In this case the behaviour
change is seen as an adverse effect of the recommendation. How-
ever throughout this work, we consider the user behaviour change
as the goal of the recommendation as evoked in [6]. We call this
recommendation task coaching, as it aims to help a user adopt a
new behaviour by recommending slight changes in the user choices
similar to a tennis coach giving his/her student recommendations
to improve his/her game, rather than complete menus or dietary
plans like existing healthy food recommender systems ([10], [1]).

2 FORMALIZATION
To study coaching, we provide a model of the user-coach interaction
based on a long term, repeated interaction, to maximise the long
term effects of recommendation. We model the interaction as an
iterative two players game, between a user agent and a coach agent.

Model of the user U. We characterize a user by three compo-
nents.

(1) A probability distribution over the set of items that may
change over time: Π𝑡 . This expresses the preferences of the
user, and dictates the behavior of U.

(2) A matrixM𝑡 : I × I → [0, 1] of which each element𝑚𝑡
𝑖, 𝑗

ex-
presses the probability that U accepts a suggestion of change
from an item 𝑖 ∈ I to an item 𝑗 ∈ I at time 𝑡 , and can be
called the substitutability from item 𝑖 to item 𝑗 [2]. If the
suggestion is not accepted, U stays with his/her choice.

Doctoral Consortium AAMAS 2022, May 9–13, 2022, Online

1881



(3) A propensity to modify Π𝑡 when a suggestion of change
(𝑖 → 𝑗 ) by the coach C has been accepted by U. In our model,
we consider changes of preferences of the form:{

𝜋𝑡+1 (𝑖) = (1 − 𝜆) 𝜋𝑡 (𝑖)
𝜋𝑡+1 ( 𝑗) = 𝜋𝑡 ( 𝑗) + 𝜆 𝜋𝑡 (𝑖)

(1)

where 𝜆 ∈ [0, 1]. This formula guarantees that, if Π𝑡 is a
probability distribution, then so is Π𝑡+1. One can consider
𝜆 as a parameter that controls or characterizes the learning
rate of the user. A value 𝜆 = 0 means that no learning takes
place, while the closer to 1 the value of 𝜆, the larger the effect
of accepting a recommendation 𝑖 → 𝑗 of C.

Model of the coach C. The coach C examines the choice 𝑖

made by U at time 𝑡 and computes the expected gain𝐺 (𝑖, 𝑗) of each
possible substitution 𝑖 → 𝑗 (including “no substitution”: 𝑖 → 𝑖). C
chooses the recommendation 𝑖 → 𝑐𝑡 (𝑖) according to:

𝑐𝑡 (𝑖) = ArgMax
𝑗 ∈I

𝐺 (𝑖, 𝑗)

The expected gain 𝐺 (𝑖, 𝑗) depends on the respective quality 𝑠 (𝑖)
and 𝑠 ( 𝑗) of 𝑖 and 𝑗 (e.g., their nutritional quality) and on other
parameters depending on the recommending strategy used by C.

The coach C may maintain an estimate M̂𝑡 of the acceptability
matrix M𝑡 of the user, an estimate Π̂𝑡 of Π𝑡 and an estimate of 𝜆,
the learning rate that characterizes U.

Accordingly, we formulate the coaching scenario as an iterated
two-player game between the user U and the coach C.

(1) Umakes an item proposal, for example 𝑖 , using his/her vector
of preferences Π𝑡 .

(2) C analyzes U’s proposal, and suggests, if judged useful, a
modified proposal 𝑗 , using his/her knowledge of the value
of the items through the score function 𝑠 (·), and his/her
estimation of U’s ability to accept the proposal.

(3) U accepts or rejects the substitution proposal provided by C.
• If U accepts C’s proposal (replacing item 𝑖 by item 𝑗 ),
he/she modifies the preference vector Π𝑡 according to
his/her learning capacity, so as to propose the recom-
mended item more frequently in the future.

• Otherwise, U does not modify the preference vector.
We explore the question of recommendation’s efficiency under

the objective of behaviour change. To do so, it is necessary to define
the efficiency of a recommendation, regarding the given goal of
coaching. First we show that coaching, unlike classical recommen-
dation tasks, leads to a compromise for the recommender agent
between acceptability, and quality of the recommendation given the
pursued goal. As in some health-aware recommender systems, like
[5], the coach agent needs to take into account both information.
This shows the importance of measuring the recommendation’s
value under the pursued goal. To do so, we introduce the concept of
score, that, given a user agent and its current habits, measures the
quality of these habits considering the goal. In the case of dietary
food recommendation, one can find numerous nutritional scores
that measure the dietary quality of eating habits ([8], [3]). Given a
score, we propose a performance metric of the coaching, based on
the idea of budget : under a given limited budget of interaction (ie :
the number of times the coach agent can make a recommendation

to the user agent) the coach agent has to maximize the score gain
of the user agent. This was inspired by performance metrics found
in teacher-student literature [11]. We propose a formalization of
the coach recommendation task as a kind of reinforcement learning
problem as defined in [9], with a environment that changes over
time, where the coaching agent is rewarded proportionally to the
actual score gain permitted by the recommendation.

3 FIRST RESULTS
Once we defined a performance metric, is therefore possible to com-
pare different recommendation policies. Using the reinforcement
learning formalism we proposed, we extract thanks to Bellman
equations an optimal criterion for recommendation. From this theo-
retical criterion, we derive different recommendation policies, with
their own characteristics. In particular, we can derive adaptive poli-
cies, whose recommendation will depend on the user as well as
non-adaptive ones. But also myopic and non-myopic strategies.
Non-myopic policies will take into account not only the immedi-
ate gain of score, but also the future possible gains. To test the
importance of such characteristics, we then experimentally test
these policies on our user model using a real-world food behaviour
data-set. Results show that it is worth it to adapt to user charac-
teristics and use non-myopic strategies,which aim for long-term
gains, when the number of interactions becomes large.

4 PERSPECTIVES
After investigating the effect of the policies characteristics on the
efficiency of recommendation, we are currently working on the
effects of the way the coaching goal is specified. We showed that
an interesting way to specify the goal is to use a score function. But
one can consider other way to specify it, and even considering only
score functions, their diversity leads to questions about the effect of
their characteristics on recommendation policies and their relative
efficiency. In the food domain, it exists various dietary scores with
diverse characteristics. Some depend only on the items, and do not
take into account any notion of context [8]. On the other hand, it
exists scores that take context into account [3]. This context can
be either an immediate context, or a temporal one, considering the
consumption history of the user. In this PhD we aim at investigat-
ing the effect of such characteristics on recommendation policies.
Particularly, we are interested in considering scores with a tem-
poral context. This kind of scores seems to induce changes in the
way we can formalize the coaching problem as a reinforcement
learning problem. If confirmed, this would lead to a different op-
timal recommendation criterion and then to new policies, able to
handle the temporal nature of context. In either case, we strongly
believe that the study of recommendation policies and their relative
performance under a score considering a temporal context is an in-
teresting research question, as in the food domain such score exists.
The work we provide in this PhD on the recommender systems
we call coaching systems is strongly linked, in our approach and
experiments, to the dietary recommendation task. However, the
scope of the proposed method goes far beyond this use case. Indeed,
the formalism proposed for coaching systems is general, and this
PhD also aims at showing how coaching can be useful for other
domains.
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