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ABSTRACT
Optimizing delivery routes for last-mile logistics service is chal-
lenging and has attracted the attention of many researchers. These
problems are usually modeled and solved as variants of vehicle
routing problems (VRPs) with challenging real-world constraints
(e.g., time windows, precedence). However, despite many decades
of solid research on solving these VRP instances, we still see signifi-
cant gaps between optimized routes and the routes that are actually
preferred by the practitioners. Most of these gaps are due to the
difference between what’s being optimized, and what the practi-
tioners actually care about, which is hard to be defined exactly in
many instances. In this paper, we propose a novel hierarchical route
optimizer with learnable parameters that combines the strength
of both the optimization and machine learning approaches. Our
hierarchical router first solves a zone-level Traveling Salesman
Problem with learnable weights on various zone-level features;
with the zone visit sequence fixed, we then solve the stop-level
vehicle routing problem as a Shortest Hamiltonian Path problem.
The Bayesian optimization approach is then introduced to allow us
to adjust the weights to be assigned to different zone features used
in solving the zone-level Traveling Salesman Problem. By using a
real-world delivery dataset provided by the Amazon Last Mile Rout-
ing Research Challenge, we demonstrate the importance of having
both the optimization and the machine learning components. We
also demonstrate how we can use route-related features to identify
instances that we might have difficulty with. This paves ways to
further research on how we can tackle these difficult instances.
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1 INTRODUCTION
Optimizing delivery routes for last-mile logistics service is challeng-
ing and has attracted the attention of many researchers. Most exist-
ing approaches from the literature (e.g., see [7]) aim to solve a wide
variety of vehicle routing problems (VRPs), usually with many com-
plicating real-world constraints (e.g., time windows, precedence).
However, despite many decades of solid research on how to solve
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these VRP instances as efficiently and effectively as possible, we
still see significant gaps between optimized routes and the routes
that are actually preferred by the practitioners.

Most of these gaps are due to the difference betweenwhat’s being
optimized, and what the practitioners actually care about. From the
literature, typical objectives being optimized could include travel
time, distance, or cost. However, experienced delivery drivers have
first-hand knowledge of the area and the customers that they are
serving, and thus could plan their routes based on a wide variety of
additional factors that are difficult to formalize and quantify. As a
result, drivers often deviate from the planned routes. While drivers
could alter the actual routes to satisfy their own constraints or in-
corporate their personal knowledge, they could potentially sacrifice
overall systemmetrics, such as fuel consumption, delivery time, and
the order packing operations (onto the delivery vehicle) that are
closely related to the routing sequence. Therefore, it will be much
more desirable if we could incorporate drivers’ tacit knowledge
about the delivery area into our route planning algorithm.

In this paper, we propose a novel hierarchical router with learn-
able parameters that combines the strength of both the optimiza-
tion and machine learning approaches. Our hierarchical router
first solves a zone-level Traveling Salesman Problem (TSP) with
learnable weights on various zone-level features; with the zone
visit sequence fixed, we then solve the stop-level vehicle routing
problem as a Shortest Hamiltonian Path problem. The Bayesian
optimization approach is then introduced to allow us to adjust the
weights to be assigned to different zone features used in solving
the zone-level TSP. By using a real-world delivery dataset provided
by the Amazon Last Mile Routing Research Challenge [21], we
demonstrate the importance of having both the optimization and
the machine learning components. A critical difference between
the problem we are solving and most past work is how we evaluate
the solution quality, which is based on how close our generated
route sequences are to the highly-rated route sequences from the
historical dataset. Our key contributions are summarized as follows:

• We proposed a novel hierarchical route optimizer with learn-
able parameters that combines the strength of both the opti-
mization and machine learning approaches.
• We demonstrate the effectiveness of our approach using a
real-world delivery dataset provided by the Amazon Last
Mile Routing Research Challenge.
• Finally, we also demonstrate how we can use route-related
features to identify instances that we might have difficulty
with.
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2 RELATEDWORK
2.1 Last-mile Delivery Problem
The challenging target service levels, the small dimension of parcels,
and the high level of dispersal of destinations make the last-mile
delivery problem become a tricky part of the delivery process [20].
Therefore, how to increase the efficiency of last-mile delivery has re-
ceived growing attention in recent years. Some research focuses on
how to optimize the traditional delivery mode and propose different
versions of the vehicle routing problem that calculate the optimal
route to deliver a set of demands to dispersed destinations [1]. Some
methods focus on innovative solutions to increase the efficiency of
last-mile delivery, such methods include parcel lockers [18], crowd-
sourcing logistics [9, 14], and drone-based solutions [23].

2.2 Traveling Salesman Problem
The problem we study in this paper is similar to the classical TSP,
which aims to find the shortest tour that visits all cities in a given set
exactly once and returns to the origin. The TSP has been extensively
studied [13] and has been proved as an NP-hard problem [15].
Classic approaches to solving the TSP can be classified into exact
methods and heuristic methods. The former has been studied using
integer linear programming (ILP) [2] that are guaranteed to find an
optimal solution, but ILP problems are computationally expensive
to be used in practice. To address this computational challenge,
many heuristic methods are proposed, which include the Savings
algorithm [10], Tabu Search [12], Greedy Randomized Adaptive
Search Procedure [11], Simulated Annealing [8, 19], and Genetic
Algorithms [16].

More recently, deep learning approaches have been proposed
as part of the heuristic for solving hard combinatorial optimiza-
tion problems such as the TSP [4]. For example, Pointer Networks
(PtrNet) [27] learns a sequence model coupled with an attention
mechanism trained to output TSP tours using solutions generated
by Concorde [2]. The PtrNet is further extended to learn without
supervision using Policy Gradient, trained to output a distribution
over node permutations [3].

As we aim to generate route sequences that are similar to highly
rated routes in practice, our objective is different from that of the
classical TSP instances and thus past approaches are not directly
applicable.

2.3 Bayesian Optimization
Bayesian optimization is widely adopted for hyper-parameter tun-
ing in optimizing objective functions. It is applied widely in areas
such as combinatorial optimization [17, 28], automatic machine
learning [5, 24–26] and reinforcement learning [6]. Bayesian opti-
mization assumes the unknown function is sampled from a Gauss-
ian process and maintains a posterior distribution for this function
as observations are based [24]. Then an acquisition function is
used to decide where to sample for the next step. The acquisition
function measures the value that would be generated by the evalu-
ation of the objective function at a new point, based on the current
posterior distribution. The acquisition function can be expected
improvement, entropy search, and knowledge gradient. In our work,
we use expected improvement as the acquisition function.

3 PROBLEM DESCRIPTION
Our problem formulation is inspired by the dataset provided by the
Amazon Last Mile Routing Research Challenge [21]. The objective is
to learn from experienced delivery drivers so that the last-mile route
optimizer is capable of generating optimized routes that drivers
would also rate highly. To concretely and quantitatively define what
constitutes a good route (from the driver’s perspective), Amazon
provides a labeled dataset where around 6,000 actual delivery routes
are rated by drivers to be of high-, medium-, and low-quality (more
details on the dataset will be presented shortly). The evaluation
of generated routes depends on how closely a generated route
resembles a highly rated benchmark route from history.

3.1 Dataset Description
The Amazon dataset1 contains historical delivery routes from five
metropolitan areas in the USA: Austin, Boston, Chicago, Los An-
geles, and Seattle. In the dataset, there are 2718, 3292, and 102
routes that are of high-, medium-, and low-quality respectively. The
dataset contains three major components: 1) the routes, 2) the stops,
and 3) the packages. We elaborate on important information in all
three components below.

3.1.1 The Route Information. For each route, we have: a) a unique
route ID, b) the departure time, c) the volume capacity of the vehicle,
d) the actual sequence of stops visited, and e) the rating label, which
can be high, medium, or low.

3.1.2 The Stop Information. For each stop, we have: a) a unique
stop ID, b) the geographical coordinate of the stop, and c) the zone
ID (a planning unit defined by the dataset) where this stop is located.
The travel times between stops are also provided.

3.1.3 The Package Information. For each package, we have: a) a
unique package ID, b) the status, which can be rejected, delivered,
or delivery-attempted, c) the stop ID this package belongs to, d) the
dimensions (maximal width, length, and height), e) delivery time
window (if any), and f) the estimated service time.

3.2 Evaluation Metric
The evaluation metric is whether a generated route closely resem-
bles the highly-rated benchmark route. Formally speaking, the score
of a route is composed of two components: the Sequence Devia-
tion (SD) and the Edit Distance with Real Penalty (ERP). The SD
component measures how different a given sequence is from the
benchmark sequence, and takes values from 0 to 1, with 0 indicat-
ing that the two sequences are identical. On the other hand, the
ERP component measures how many single-element operations
(insertions, deletions, and substitutions) are required to transform
the given sequence into the benchmark sequence. To reflect the
travel distance, the operations are further weighted by the physical
distance among affected stops. In other words, the ERP component
measures how far apart a given sequence is from the benchmark
sequence.

1The Amazon dataset is available at https://registry.opendata.aws/amazon-last-mile-
challenges/
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Let 𝐴 be the benchmark sequence, and 𝐵 be the sequence we
would like to evaluate, the route score of 𝐵 is defined as:

𝑟𝑜𝑢𝑡𝑒_𝑠𝑐𝑜𝑟𝑒 (𝐴, 𝐵) = 𝑆𝐷 (𝐴, 𝐵) · 𝐸𝑅𝑃𝑛 (𝐴, 𝐵)
𝐸𝑅𝑃𝑒 (𝐴, 𝐵)

. (1)

The 𝑆𝐷 component is defined as:

𝑆𝐷 (𝐴, 𝐵) = 2
𝑛(𝑛 − 1)

𝑛∑︁
𝑖=1
|𝑎𝑖 − 𝑎𝑖−1 | − 1, (2)

where𝑛 is the total number of stops in the sequence (𝐴 and 𝐵 should
have equal number of stops), and 𝑎𝑖 is the position where the 𝑖th
stop in 𝐵 appears in 𝐴.

The 𝐸𝑅𝑃𝑛 (𝐴, 𝐵) component captures normalized travel time be-
tween stops at the same location of both sequences and is recur-
sively defined as:

𝐸𝑅𝑃𝑛 (𝑡𝑎𝑖𝑙 (𝐴), 𝑡𝑎𝑖𝑙 (𝐵)) + 𝑡𝑖𝑚𝑒𝑛 (𝐴[0], 𝐵 [0]), (3)

where 𝑡𝑖𝑚𝑒𝑛 (𝑥,𝑦) is the normalized travel time between stop 𝑥 and
stop 𝑦, 𝑡𝑎𝑖𝑙 (𝑋 ) is the sequence 𝑋 without its first stop, 𝑋 [0] is the
first stop in the sequence 𝑋 . The implicit assumption of the above
definition is that 𝐴 and 𝐵 should include the same set of stops.

The 𝐸𝑅𝑃𝑒 (𝐴, 𝐵) component captures the number of edit opera-
tions (insertions, substitutions, or deletions) required to transform
sequence 𝐵 to sequence 𝐴. The ratio 𝐸𝑅𝑃𝑛 (𝐴, 𝐵)/𝐸𝑅𝑃𝑒 (𝐴, 𝐵) can
be intuitively interpreted as the average normalized travel time per
edit operation.

The performance of the routing engine is simply the average
score of all routes:

𝑠𝑐𝑜𝑟𝑒 =
1
|𝐼 |

∑︁
𝑖∈𝐼

𝑟𝑜𝑢𝑡𝑒_𝑠𝑐𝑜𝑟𝑒𝑖 , (4)

where 𝐼 contains all route instances being evaluated.

4 SOLUTION APPROACH
To explore potential design ideas that would optimize the routing
of stops and at the same time incorporate drivers’ tacit knowledge
of what constitutes a good route, we sample a wide collection of
routes that are highly rated by drivers and compare them against
routes generated via a simple TSP heuristic (see Figure 1 for a
typical example). What we see from the comparison is strong visual
evidence that drivers prefer to schedule their visits in blocks of
zones, i.e., visiting all stops within a zone before moving on to the
next zone. While the routes generated by the TSP heuristic tend to
mix stops from different zones.

Given this observation, we propose to design a hierarchical
router, where the zone visitation sequence is decided first, after
which stops within respective zones are then routed. The most
important information we would harvest from benchmark routes
is how drivers would sequence zones. To achieve this, we identify
a collection of features associated with zones and define the cost
function at the zone level as a linear combination of zone features
(with feature weights as parameters). We use the Savings algorithm
to find out the zone visitation sequence, and utilize a Bayesian
optimization method to iteratively update the weights associated
with all zone features using historical benchmark sequences.

4.1 A Hierarchical Router with Learnable
Parameter

We call our approach the Hierarchical Router with Learnable Pa-
rameters (HR-LP), since it generates a route at the zone level first,
before progressing to route the stops within each zone. To formu-
late the zone sequencing problem, we define 𝑐𝑖 𝑗 to represent the
inclination a driver would have in choosing zone 𝑗 when in zone 𝑖
(the lower the 𝑐𝑖 𝑗 , the higher the inclination). We define 𝑐𝑖 𝑗 as:

𝑐𝑖 𝑗 =

𝐾∑︁
𝑘=1

𝜃𝑘𝜑𝑘 (𝑖, 𝑗), (5)

where𝜑𝑘 (𝑖, 𝑗) and 𝜃𝑘 represent the value of feature𝑘 and theweight
associated with feature 𝑘 respectively. The feature weights will be
learned via a Bayesian optimization approach, and we will defer its
introduction to the later section.

We have in total 14 zone features, which can be either native
(purely based on the characteristics of the zone) or derived. Among
these 14 feature candidates, we select 5 features that are most sig-
nificant, which are introduced below:
• 𝜑1 (𝑖, 𝑗): average travel time from any stop in zone 𝑖 to any
stop in zone 𝑗 .
• 𝜑2 (𝑖, 𝑗): Euclidean travel distance from the centroid of zone
𝑖 to the centroid of zone 𝑗 . The x-coordinate of the zone
centroid is calculated as: 𝑥𝑐 =

∑𝑛
𝑖=1 𝑥𝑖
𝑛 , in which 𝑛 is the

number of stops in the zone, and 𝑥𝑖 is the x-coordinate of stop
𝑖 . The y-coordinate of the centroid is calculated similarly.
• 𝜑3 (𝑖, 𝑗): the ratio of the average travel time from the depot
to all stops in zone 𝑗 over the average travel time from the
depot to all stops in zone 𝑖 .
• 𝜑4 (𝑖, 𝑗): the ratio of the average travel time from all stops in
zone 𝑗 to depot over the average travel time from all stops
in zone 𝑖 to depot.
• 𝜑5 (𝑖, 𝑗): 1 if zones 𝑖 and 𝑗 are in the same main zones, and
0 otherwise. (The zone ID is denoted as X-N.MY, and two
zones are considered to be in the same main zone if their X
and N are identical.)

With 𝑐𝑖 𝑗 defined, we can formulate the zone sequencing problem
following the standard TSP formulation:

min
∑︁
𝑖∈𝑁

∑︁
𝑗 ∈𝑁

𝑐𝑖 𝑗𝑧𝑖 𝑗 , (6)

s.t.
∑︁
𝑗 ∈𝑁

𝑧𝑖 𝑗 =
∑︁
𝑗 ∈𝑁

𝑧 𝑗𝑖 = 1,∀𝑖 ∈ 𝑁, (7)

𝑧𝑖𝑖 = 0,∀𝑖 ∈ 𝑁, (8)∑︁
𝑖∈𝑅

∑︁
𝑗 ∈𝑅

𝑧𝑖 𝑗 ≤ |𝑅 | − 1,∀𝑅 ⊆ 𝑁, (9)

𝑧𝑖 𝑗 = {0, 1},∀(𝑖, 𝑗) ∈ 𝐴, (10)

where the decision variable 𝑧𝑖 𝑗 = 1 represents that the driver tra-
verses from zones 𝑖 to 𝑗 , (7) ensures that each zone will be visited
exactly once, (8) eliminates self loop, and (9) prevents subtours.

We use the Savings algorithm [10] to solve the above zone-
level TSP and the open-source OR-tools solver [22] is used for
the implementation. The optimal zone visit sequence is denoted as
𝑍 ∗ = (0, 𝑧1, 𝑧2, ..., 𝑧𝑛), where 0 represents the depot. With the zone
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(a) Benchmark routing sequence. (b) Routed by a TSP heuristics.

Figure 1: How a typical benchmark sequence differs from the TSP route.

visit sequence, we then solve for the stop visit sequence within each
zone and decide which stops should be used as the starting and
ending stops (to connect to the next and from the previous zones).

Since the starting and the ending stops are different when rout-
ing stops within a zone, the problem is formulated as a Shortest
Hamiltonian Path (SHP) problem below:

min
∑︁
𝑖∈𝑀

∑︁
𝑗 ∈𝑀

𝑡𝑖 𝑗𝑥𝑖 𝑗 , (11)

s.t.
∑︁
𝑗 ∈𝑀

𝑥𝑖 𝑗 =
∑︁
𝑗 ∈𝑀

𝑥 𝑗𝑖 = 1,∀𝑖 ∈ 𝑀\{𝑚𝑜 ,𝑚𝑑 }, (12)∑︁
𝑖∈𝑀

𝑥𝑖𝑚𝑑
=

∑︁
𝑗 ∈𝑀

𝑥𝑚𝑜 𝑗 = 1, (13)∑︁
𝑖∈𝑀

𝑥𝑖𝑚𝑜
=

∑︁
𝑗 ∈𝑀

𝑥𝑚𝑑 𝑗 = 0, (14)∑︁
𝑖∈𝑅

∑︁
𝑗 ∈𝑅

𝑥𝑖 𝑗 ≤ |𝑅 | − 1,∀𝑅 ⊆ 𝑀, (15)

𝑥𝑖𝑖 = 0,∀𝑖 ∈ 𝑀, 𝑥𝑖 𝑗 = {0, 1},∀(𝑖, 𝑗) ∈ 𝐴. (16)

The stop-level routing problem for each zone is similar to the zone-
level TSP formulation. For each zone, given the directed graph
𝐺 = (𝑀,𝐴), where𝑀 denotes the location of𝑚 stops in the zone.
The decision variable 𝑥𝑖 𝑗 = 1 represents that the driver traverses
from stops 𝑖 to 𝑗 , with 𝑡𝑖 𝑗 representing the travel time. The objective
function (11) minimizes the total travel time within the zone. We
denote𝑚𝑜 and𝑚𝑑 as the first stop when entering the zone and the
last stop when leaving the zone; this is enforced by (14).

We further elaborate on the process of generating the complete
stop sequence below:
• Step 1: For a route, obtain the optimal zone visit sequence
𝑍 ∗ = (0, 𝑧1, ..., 𝑧𝑛) by solving the zone-level TSP.
• Step 2: Initialize the optimal stop sequence 𝑆∗ with the depot
‘0’ as the first element.

• Step 3: For each stop in zone 𝑧𝑖−1, calculate the average travel
time to all stops 𝑥 ∈ 𝑧𝑖 . Sort stops in 𝑧𝑖−1 in the ascending
order following the computed average travel time. Insert the
top-ℎ stops into the candidate starting set 𝐴.
• Step 4: For each stop in zone 𝑧𝑖+1, calculate the average
travel time from all stops 𝑥 ∈ 𝑧𝑖 . Sort stops in 𝑧𝑖+1 in the
ascending order following the computed average travel time.
Insert the top-ℎ stops into the candidate ending set 𝐵. If zone
𝑧𝑖 is the last visited zone, insert depot ‘0’ into 𝐵.
• Step 5: For each pair of possible starting-ending stops from
𝐴×𝐵, solve the corresponding stop-level SHP. Except for the
first and the last zones, we should have ℎ2 stop-level SHP
instances for each zone (each instance comes with different
starting and ending stops).
• Step 6: Choose the stop sequence with minimum total travel
time as the optimal sequence 𝑆∗

𝑖
for zone 𝑖 .

• Step 7: For each zone 𝑧𝑖 in 𝑍 ∗, repeat Steps 3-6 to obtain
the optimal stop sequence 𝑆∗

𝑖
and add it into the optimal stop

sequence 𝑆∗.

As before, we utilize the Savings algorithm [10] to solve all stop-
level SHP instances and OR-tools solver [22] is used for the imple-
mentation. ℎ is a hyper-parameter which will be discussed in the
following experiments.

4.2 Learning Feature Weights
As mentioned before, the Bayesian optimization method is used to
find the optimal weight parameters 𝜽 of zone features by iteratively
updating the weight parameters and generating route sequences.
For the given high-quality routes, we first generate the proposed
sequence for each route by executing our HR-LP solver as described
before and then calculate the ’score’ of the proposed route sequence
using (1). We then apply the Bayesian Optimization procedures to
search for a new set of parameter values in order to minimize the
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Algorithm 1 Bayesian Optimization
Input: Number of initial points 𝑛0, route data 𝐷𝑀 , number of

routes𝑀 , iteration 𝑁 , Gaussian process prior 𝑝 (𝑙)
Output: Optimal weight 𝜽 ∗

1: Compute 𝑛0 random initial points:
Ψ = {(𝜽 1,−𝑙1 (𝜽 1)), . . . , (𝜽𝑛0 ,−𝑙𝑛0 (𝜽𝑛0 ))}.

2: 𝑛 ← 𝑛0.
3: while 𝑛 < 𝑁 do
4: Update posterior distribution 𝑃 (𝑙 |Ψ).
5: Select new 𝜽𝑛+1 by optimizing the acquisition function 𝛼 :

𝜽𝑛+1=argmax
𝜽

𝛼 (𝜽 ,Ψ).
6: for𝑚 ∈ 𝑀 do
7: Solve the hierarchical TSP to obtain the proposed sequence

of route𝑚: 𝑟∗𝑚 = 𝑓 (𝐷𝑚, 𝜽𝑛+1).
8: end for
9: 𝑙𝑛+1 (𝜽𝑛+1) = 1

𝑀

∑
𝑚∈𝑀 𝑟𝑜𝑢𝑡𝑒_𝑠𝑐𝑜𝑟𝑒 (𝑟∗𝑚, 𝑟𝑚).

10: Augment data: Ψ← {Ψ, (𝜽𝑛+1,−𝑙𝑛+1 (𝜽𝑛+1)}.
11: 𝑛 ← 𝑛 + 1.
12: end while
13: return 𝜽 ∗ = argmax

𝜽
(−𝑙1 (𝜽 1), . . . ,−𝑙𝑁 (𝜽𝑁 ))

average score of all given routes. These two steps are implemented
iteratively to find the optimal weight parameters.

4.2.1 Bayesian Optimization Algorithm. Given a set of known high-
quality routes and initial zone feature weights 𝜽 , we generate pro-
posed route sequences 𝑅∗ = {𝑟∗1 , . . . , 𝑟

∗
𝑀
} by executing the HR-LP

solver. The average score can be calculated according to (2) – (4). We
then utilize the Bayesian optimization approach (see Algorithm 1)
to update the feature weights iteratively to minimize the average
score. In other words, we are minimizing the following objective
function:

𝑙 (𝜽 ) = 1
𝑀

∑︁
𝑚∈𝑀

𝑟𝑜𝑢𝑡𝑒_𝑠𝑐𝑜𝑟𝑒 (𝑟𝑚, 𝑓 (𝐷𝑚, 𝜽 )), (17)

where 𝑀 denotes the number of routes, 𝑟𝑚 is the given bench-
mark sequence of route𝑚, and 𝑓 (𝐷𝑚, 𝜽 ) denotes the generated se-
quence of route𝑚 given route data 𝐷𝑚 and weight 𝜽 = [𝜃1, . . . , 𝜃𝑘 ].
Bayesian optimization is thus defined as

𝜽 ∗ = argmin
𝜽 ∈𝚯

𝑙 (𝜽 ), (18)

where𝚯 is all 𝜃𝑘 such that 1 ≤ 𝜃𝑘 ≤ 10. The actual steps we adopt to
solve (18) are described in Algorithm 1, with expected improvement
as our acquisition function.

5 EXPERIMENTS
To evaluate our proposed approach, we use the route data from the
dataset. We only incorporate 2,718 high-quality routes. There are
17 depots from the dataset, and we train a different set of weight
parameters for each of these 17 depots. For each depot, we split the
route data into 70% training set and 30% testing set. In the training
phase, we execute the Bayesian optimization process for each depot
separately to obtain the optimal weight parameters 𝜽 . In the testing
phase, we use the obtained 𝜽 ∗ on the unseen testing dataset to
generate proposed route sequences by executing our HR-LP solver

and obtain the average score. The implementation can be found at
https://github.com/SHAOQIAN12/HR-LP.git.

To illustrate the importance of having both the optimization and
learning components, We compare our proposed approach against
the following two baselines:

Standard TSP: We solve the standard TSP using the Savings
algorithm directly. For each route, the driver starts from the depot,
visits all stops, and returns to the depot. The objective is to minimize
the total travel time. The resulting routing sequence is evaluated
using the same metric.

Stop-level Bayesian Optimization: In order to illustrate the
effectiveness of the hierarchical routing formulation, we use the
Bayesian Optimization method to update the weight parameters
of stop features, however, we generate the route using only the
standard TSP formulation at the stop-level. The TSP formulation is
similar to (6)–(10). And the stop features we used are designed as
follows:
• 𝜑1 (𝑖, 𝑗): travel time from stop 𝑖 to stop 𝑗 .
• 𝜑2 (𝑖, 𝑗): ratio of the travel time from depot to stop 𝑗 to the
travel time from depot to stop 𝑖 .
• 𝜑3 (𝑖, 𝑗): ratio of the travel time from stop 𝑗 to depot to the
travel time from stop 𝑖 to depot.
• 𝜑4 (𝑖, 𝑗): ratio of the number of packages in stop 𝑗 to the
number of packages in stop 𝑖 .
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Figure 2: Average score from the Bayesian optimization (for
Chicago).

In our experiments, the number of initial points is set to 20, and
the iteration number is set to 100. We normalize each feature value
into [0, 1]. Figure 2 shows the average score 𝑙 (𝜽 ) of training routes
departing from depots in Chicago (the results from other cities
look very similar). From Figure 2 we can see that incorporating
our observation that drivers reason at the zone level is crucial in
getting good results.

Figure 3 shows the score distribution of the 808 routes testing
dataset, and we can see that our HR-LP approach has the majority
of scores lower than 0.06 compared to baselines. Table 1 shows the
average score of the testing data using three competing methods.
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Figure 3: Score distribution for the testing dataset.

Table 1: Average scores comparison. Lower scoremeans better
performance.

Testing data
Standard TSP 0.0898

Stop-level Bayesian Optimization 0.0992
HR-LP 0.0496

We can see again that our proposed HR-LP approach outperforms
the two baselines by nearly 50%. Figure 4 shows the box plot of
score distribution in all 5 cities. We notice that the proposed method
performs well in Seattle and Los Angeles (with scores lower than
0.05). However, Austin has the highest average score, probably due
to insufficient route instances for us to learn the optimal weight
parameters.

We also look at the impact of hyperparameter ℎ (number of can-
didate starting/ending stops to enumerate) and the computational
time. As shown in Table 2, increasing the value of ℎ does not seem
to impact the outcomes much, which implies that enumerating
more starting and ending points do not seem to help us in getting
better results.

Table 2: Mean score and computational time for all ℎ.

ℎ Testing data Training time Testing time
2 0.0496 3h12m 9m
3 0.0491 3h47m 9m
4 0.0492 4h43m 9m
5 0.0489 5h47m 10m

6 DISCUSSION
In this section, we discuss whether the characteristics of route
instances would impact the performance of our HR-LP approach.
This could help us further improve our proposed approach. We first
look at the score distribution of our approach on all 2,718 high-
quality routes in Figure 5. We can see that while most routes have
decent route scores that are below 0.06, there is a long tail in the
score distribution.

0.00 0.05 0.10 0.15 0.20
score

Los Angeles

Seattle

Chicago

Boston

Austin

Figure 4: Summary statistics of scores in five cities.

To analyze what might contribute to this, we first define 42 fea-
tures for our route instances, from which we then perform multiple
linear regression to see which features would influence the score
most. We then choose the set of significant features and execute the
Support Vector Machine method to see whether we can have a clear
separation between good and bad instances using these chosen
features.
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Figure 5: Score distribution of all 2,718 high-quality routes.

6.1 Feature Selection
We have created 42 features, all of which are normalized into [0, 1].
The features can be classified into the following categories:

Route features: There are 5 features defined at the route level.
The capacity of a vehicle, the number of zones, stops and packages
of a route, and the total travel time of the actual sequence.
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Zone features: There are 18 features defined at the zone level.
The stop number distribution (mean, standard deviation, maximum
and minimum) and package number distribution among zones, the
average travel time distribution between two zones (the average
travel time from zone 1 to zone 2 is defined as the average travel
time from any stops in zone 1 to any stops in zone 2), the average
travel time distribution from depot to all zones, and the average
travel time from depot to the first visiting zone and the last visiting
zone.

Stop features:There are 19 features defined at the stop level. The
package volume distribution and package service time distribution
of stops, the travel time distribution from depot to all stops, the
mean, standard deviation, and maximum package number of stops,
the mean, standard deviation, and minimum travel time between
two stops, and the travel time from depot to the first visiting stop.

6.2 Multiple Linear Regression
We define the logarithm of route score as the dependent variable,
and use these 42 features as the independent variables. In total,
we have included 2,718 high-quality route instances in our re-
gression. We choose the independent variables that are statisti-
cally significant (𝑝-value less than 0.01) to be the final set of can-
didate features. These chosen features are: the number of stops
(denoted as stop_number), the total travel time of the actual se-
quence (denoted as actual_seq_cost), the average travel time from
depot to the first visiting zone (denoted as depot_first_zone), the
average travel time from depot to the last visiting zone (denoted
as depot_last_zone), the mean package volume of stops (denoted
as mean_pac_volume), the standard deviation package volume of
stops (denoted as std_pac_volume), the standard deviation travel
time from depot to all stops (denoted as std_depot_stops), and
the standard deviation travel time between two stops (denoted
as std_tra_stops).

We perform the multiple linear regression again using these 8
features as independent variables, and the result is summarized in
Table 3. The features stop_number, depot_first_zone, std_pac_volume
and std_tra_stops have positive effects on the score, while the re-
maining features have negative effects.

Table 3: Multiple linear regression results (standard errors
are in parentheses).

Feature log_score Feature log_score

stop_number -1.8365**
(0.129) mean_pac_volume 2.3787**

(0.528)

actual_seq_cost 3.2024**
(0.154) std_pac_volume -1.6656**

(0.539)

depot_first_zone -1.9557**
(0.118) std_depot_stops 0.5127*

(0.208)

depot_last_zone 1.6719**
(0.125) std_tra_stops -2.5941**

(0.207)
No. of observations 2718
∗∗: p<0.01; ∗: p<0.05.

6.3 Separating Instances using the Support
Vector Machine Approach

Finally, we use the Support Vector Machine (SVM) approach to
see whether these 8 features from the route instances can help us
distinguish the route instances with good and bad performances.
To focus on extreme cases, we define the best-performing instances
for routes whose scores are less than 0.01 (240 routes), and the
worst-performing instances for routes whose scores are more than
0.1 (199 routes). They are labeled as low-score and high-score classes
respectively. We again divide them into 80% training set and 20%
testing set to evaluate the feasibility of using SVM as a separation
approach.

Table 4: SVM result.

Precision Recall F1-score
lowest scores 0.83 0.98 0.90
highest scores 0.97 0.79 0.87

accuracy / / 0.89
macro avg 0.90 0.88 0.88

weighted avg 0.90 0.89 0.89

Table 5: Coefficient of the linear kernel.

Feature Coefficient Feature Coefficient
stop_number -3.27 mean_pac_volume 1.05

actual_seq_cost 4.80 std_pac_volume 0.37
depot_first_zone -3.97 std_depot_stops 1.78
depot_last_zone 2.46 std_tra_stops -1.69

To allow us to interpret the learning outcomes we adopt the
linear kernel for our SVM process. As we can see from Table 4,
the precision and recall are high, which means the two classes of
route instances can be well separated by using these 8 features. The
precision of the class ‘high-score’ is 0.97, implying that the poorly-
performed route instances can be easily identified. The coefficient
of the linear kernel is summarized in Table 5.

6.4 Observations
To see how the mean values of these 8 features are different in
the low-score and the high-score classes, we conduct the mean
difference test and see that almost all feature means are statistically
different, with 𝑝-values < 0.01 (the only exception is depot_last_zone,
where the 𝑝-value is 0.48, results summarized in Table 6). The
distributions of feature values are also visualized using box plots
in Figure 6. Based on these analyses, we conclude that low-score
instances typically have fewer stops, larger actual total travel time,
shorter distance from the depot to the first zone, larger package
sizes on average, and greater variations in package sizes, the travel
time between stops, and from depot to stops.

In summary, we investigate whether route-level features would
have an impact on the performance of our HR-LP approach, and
we see from our analyses that the actual total travel time of a given
route sequence, the average travel time from the depot to the last
visiting zone, the mean package volume of stops, and the standard
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Table 6: Summary statistics and the mean difference tests.

feature lowest scores
mean

highest scores
mean difference 𝑡-stat 𝑝-value

stop_number 0.61 0.5 0.11 6.12 <0.01
actual_seq_cost 0.25 0.38 -0.13 -9.52 <0.01
depot_first_zone 0.85 0.7 0.15 12.83 <0.01
depot_last_zone 0.76 0.77 -0.01 -0.71 0.48

mean_pac_volume 0.08 0.12 -0.04 -6.59 <0.01
std_pac_volume 0.06 0.09 -0.03 -5.6 <0.01
std_depot_stops 0.16 0.24 -0.08 -7.38 <0.01
std_tra_stops 0.3 0.34 -0.04 -4.07 <0.01
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Figure 6: Summary statistics of feature values: total route scores, lowest scores (< 0.01), highest scores (≥ 0.1).

deviation of travel time from depot to stops have a positive corre-
lation with route scores while the number of stops, the standard
deviation of package volumes of stops, the average time from depot
to the first visiting zone, and standard deviation of travel time be-
tween stops all have a negative correlation with scores. Therefore,
given the values of these route features, we can predict whether
our approach would perform well.

7 CONCLUSION
In this paper, we propose a novel hierarchical route optimizer with
learnable parameters that combines the strength of both the op-
timization and machine learning approaches. Through numerical
evaluations using real-world data, we demonstrate that it is crucial
to have optimization and machine learning working together. Be-
sides solving real-world instances well, we also demonstrate how
we can use route-related features to identify instances we might
have difficulty with. This paves the way to further research on how
we can tackle these difficult instances.

ACKNOWLEDGMENTS
This research is supported in part by the Ministry of Education,
Singapore, under its Social Science Research Thematic Grant (Grant
Number MOE2020-SSRTG-018).

REFERENCES
[1] Lucas Agussurja, Shih-Fen Cheng, and Hoong Chuin Lau. 2019. A state aggrega-

tion approach for stochastic multiperiod last-mile ride-sharing problems. Trans-
portation Science 53, 1 (2019), 148–166. https://doi.org/10.1287/trsc.2018.0840

[2] David L. Applegate, Robert E. Bixby, Vasek Chvatal, and William J. Cook. 2006.
The Traveling Salesman Problem: A Computational Study. Princeton University
Press, USA. http://www.jstor.org/stable/j.ctt7s8xg

[3] Irwan Bello, Hieu Pham, Quoc V. Le, Mohammad Norouzi, and Samy Bengio.
2016. Neural Combinatorial Optimization with Reinforcement Learning. https:
//doi.org/10.48550/ARXIV.1611.09940

[4] Yoshua Bengio, Andrea Lodi, and Antoine Prouvost. 2021. Machine learning for
combinatorial optimization: A methodological tour d’horizon. European Journal
of Operational Research 290, 2 (2021), 405–421. https://doi.org/10.1016/j.ejor.2020.
07.063

[5] James Bergstra, Rémi Bardenet, Yoshua Bengio, and Balázs Kégl. 2011. Algo-
rithms for hyper-parameter optimization. In Proceedings of the 24th International
Conference on Neural Information Processing Systems. 2546–2554.

Session 4F: Innovative Applications
 

AAMAS 2023, May 29–June 2, 2023, London, United Kingdom

1531

https://doi.org/10.1287/trsc.2018.0840
http://www.jstor.org/stable/j.ctt7s8xg
https://doi.org/10.48550/ARXIV.1611.09940
https://doi.org/10.48550/ARXIV.1611.09940
https://doi.org/10.1016/j.ejor.2020.07.063
https://doi.org/10.1016/j.ejor.2020.07.063


[6] Eric Brochu, Vlad M. Cora, and Nando de Freitas. 2010. A Tutorial on Bayesian
Optimization of Expensive Cost Functions, with Application to Active User
Modeling and Hierarchical Reinforcement Learning. https://doi.org/10.48550/
arxiv.1012.2599

[7] Jose Caceres-Cruz, Pol Arias, Daniel Guimarans, Daniel Riera, and Angel A Juan.
2014. Rich vehicle routing problem: Survey. Comput. Surveys 47, 2 (2014), 1–28.

[8] Vladimir Cerný. 1985. Thermodynamical approach to the traveling salesman
problem: An efficient simulation algorithm. Journal of Optimization Theory and
Applications 45, 1 (1985), 41–51.

[9] Shih-Fen Cheng, Cen Chen, Thivya Kandappu, Hoong Chuin Lau, Archan Misra,
Nikita Jaiman, Randy Tandriansyah, and Desmond Koh. 2017. Scalable urban
mobile crowdsourcing: Handling uncertainty in worker movement. ACM Trans-
actions on Intelligent Systems and Technology 9, 3 (2017), 1–24.

[10] Geoff Clarke and John W Wright. 1964. Scheduling of vehicles from a central
depot to a number of delivery points. Operations Research 12, 4 (1964), 568–581.

[11] Thomas A Feo and Mauricio GC Resende. 1989. A probabilistic heuristic for a
computationally difficult set covering problem. Operations Research Letters 8, 2
(1989), 67–71.

[12] Fred Glover. 1986. Future paths for integer programming and links to artificial
intelligence. Computers & Operations Research 13, 5 (1986), 533–549.

[13] Gregory Gutin and Abraham P Punnen. 2006. The traveling salesman problem
and its variations. Vol. 12. Springer Science & Business Media, NY,USA.

[14] Chung-Kyun Han and Shih-Fen Cheng. 2021. An exact single-agent task selection
algorithm for the crowdsourced logistics. In Proceedings of the Twenty-Ninth
International Conference on International Joint Conferences on Artificial Intelligence.
4352–4358.

[15] Juris Hartmanis. 1982. Computers and intractability: A guide to the theory of
NP-completeness (Michael R. Garey and David S. Johnson). SIAM Rev. 24, 1 (1982),
90.

[16] John H. Holland. 1992. Adaptation in Natural and Artificial Systems: An Introduc-
tory Analysis with Applications to Biology, Control and Artificial Intelligence. MIT
Press, Cambridge, MA, USA.

[17] Frank Hutter, Holger H. Hoos, and Kevin Leyton-Brown. 2011. Sequential model-
based optimization for general algorithm configuration. In Proceedings of the 5th
International Conference on Learning and Intelligent Optimization (Rome, Italy)
(LION’05). Springer-Verlag, Berlin, Heidelberg, 507–523. https://doi.org/10.1007/
978-3-642-25566-3_40

[18] Stanisław Iwan, Kinga Kijewska, and Justyna Lemke. 2016. Analysis of parcel
lockers’ efficiency as the last mile delivery solution–the results of the research in

Poland. Transportation Research Procedia 12 (2016), 644–655.
[19] Scott Kirkpatrick, C Daniel Gelatt, and Mario P Vecchi. 1983. Optimization by

simulated annealing. Science 220, 4598 (1983), 671–680.
[20] Elżbieta Macioszek. 2018. First and Last Mile Delivery – Problems and Issues. In

Advanced Solutions of Transport Systems for Growing Mobility, Grzegorz Sierpiński
(Ed.). Springer International Publishing, 147–154.

[21] Daniel Merchán, Jatin Arora, Julian Pachon, Karthik Konduri, Matthias Winken-
bach, Steven Parks, and Joseph Noszek. 2022. 2021 Amazon last mile routing
research challenge: Data set. Transportation Science (2022). https://doi.org/10.
1287/trsc.2022.1173

[22] Laurent Perron and Vincent Furnon. 2019. OR-Tools. https://developers.google.
com/optimization/.

[23] Mohamed Salama and Sharan Srinivas. 2020. Joint optimization of customer lo-
cation clustering and drone-based routing for last-mile deliveries. Transportation
Research Part C: Emerging Technologies 114 (2020), 620–642.

[24] Jasper Snoek, Hugo Larochelle, and Ryan P Adams. 2012. Practical Bayesian
optimization of machine learning algorithms. In Advances in Neural In-
formation Processing Systems, F. Pereira, C.J. Burges, L. Bottou, and K.Q.
Weinberger (Eds.), Vol. 25. https://proceedings.neurips.cc/paper/2012/file/
05311655a15b75fab86956663e1819cd-Paper.pdf

[25] Kevin Swersky, Jasper Snoek, and Ryan P Adams. 2013. Multi-Task
Bayesian Optimization. In Advances in Neural Information Processing Sys-
tems, C.J. Burges, L. Bottou, M. Welling, Z. Ghahramani, and K.Q. Wein-
berger (Eds.), Vol. 26. https://proceedings.neurips.cc/paper/2013/file/
f33ba15effa5c10e873bf3842afb46a6-Paper.pdf

[26] Chris Thornton, Frank Hutter, Holger H. Hoos, and Kevin Leyton-Brown. 2013.
Auto-WEKA: Combined selection and hyperparameter optimization of classifica-
tion algorithms. In Proceedings of the 19th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining. Association for Computing Machinery,
847–855. https://doi.org/10.1145/2487575.2487629

[27] Oriol Vinyals, Meire Fortunato, and Navdeep Jaitly. 2015. Pointer Networks.
In Advances in Neural Information Processing Systems, C. Cortes, N. Lawrence,
D. Lee, M. Sugiyama, and R. Garnett (Eds.), Vol. 28. Montreal, Canada. https:
//proceedings.neurips.cc/paper/2015/file/29921001f2f04bd3baee84a12e98098f-
Paper.pdf

[28] Ziyu Wang, Masrour Zoghi, Frank Hutter, David Matheson, and Nando De Fre-
itas. 2013. Bayesian optimization in high dimensions via random embeddings.
In Proceedings of the Twenty-Third International Joint Conference on Artificial
Intelligence. 1778–1784.

Session 4F: Innovative Applications
 

AAMAS 2023, May 29–June 2, 2023, London, United Kingdom

1532

https://doi.org/10.48550/arxiv.1012.2599
https://doi.org/10.48550/arxiv.1012.2599
https://doi.org/10.1007/978-3-642-25566-3_40
https://doi.org/10.1007/978-3-642-25566-3_40
https://doi.org/10.1287/trsc.2022.1173
https://doi.org/10.1287/trsc.2022.1173
https://developers.google.com/optimization/
https://developers.google.com/optimization/
https://proceedings.neurips.cc/paper/2012/file/05311655a15b75fab86956663e1819cd-Paper.pdf
https://proceedings.neurips.cc/paper/2012/file/05311655a15b75fab86956663e1819cd-Paper.pdf
https://proceedings.neurips.cc/paper/2013/file/f33ba15effa5c10e873bf3842afb46a6-Paper.pdf
https://proceedings.neurips.cc/paper/2013/file/f33ba15effa5c10e873bf3842afb46a6-Paper.pdf
https://doi.org/10.1145/2487575.2487629
https://proceedings.neurips.cc/paper/2015/file/29921001f2f04bd3baee84a12e98098f-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/29921001f2f04bd3baee84a12e98098f-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/29921001f2f04bd3baee84a12e98098f-Paper.pdf

	Abstract
	1 Introduction
	2 Related Work
	2.1 Last-mile Delivery Problem
	2.2 Traveling Salesman Problem
	2.3 Bayesian Optimization

	3 Problem Description
	3.1 Dataset Description
	3.2 Evaluation Metric

	4 Solution Approach
	4.1 A Hierarchical Router with Learnable Parameter
	4.2 Learning Feature Weights

	5 Experiments
	6 Discussion
	6.1 Feature Selection
	6.2 Multiple Linear Regression
	6.3 Separating Instances using the Support Vector Machine Approach
	6.4 Observations

	7 Conclusion
	Acknowledgments
	References



