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ABSTRACT

Multi-Agent Reinforcement Learning (MARL) discovers policies

that maximize reward but do not have safety guarantees during the

learning and deployment phases. Although shielding with Linear

Temporal Logic (LTL) is a promising formal method to ensure safety

in single-agent Reinforcement Learning (RL), it results in conserva-

tive behaviors when scaling to multi-agent scenarios. Additionally,

it poses computational challenges for synthesizing shields in com-

plex multi-agent environments. This work introduces Model-based

Dynamic Shielding (MBDS) to support MARL algorithm design.

Our algorithm synthesizes distributive shields, which are reactive

systems running in parallel with each MARL agent, to monitor and

rectify unsafe behaviors. The shields can dynamically split, merge,

and recompute based on agents’ states. This design enables efficient

synthesis of shields to monitor agents in complex environments

without coordination overheads. We also propose an algorithm to

synthesize shields without prior knowledge of the dynamics model.

The proposed algorithm obtains an approximate world model by

interacting with the environment during the early stage of explo-

ration, making our MBDS enjoy formal safety guarantees with high

probability. We demonstrate in simulations that our framework

can surpass existing baselines in terms of safety guarantees and

learning performance.
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1 INTRODUCTION

Multi-Agent Reinforcement Learning (MARL) [10, 59] is a promis-

ing approach to obtain learning control policies for multi-agent

decision-making tasks such as transportation management [3, 40],

motion control [42, 57], and autonomous driving [7, 47, 60]. How-

ever, applying MARL methods in safety-critical autonomous sys-

tems (e.g., autonomous driving cars) can cause havoc due to the

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 – June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents

and Multiagent Systems (www.ifaamas.org). All rights reserved.

Figure 1: The differently colored circles denote multiple

agents, and the black arrows are desired actions. Traditional

decentralized shielding (upper) takes extra steps in waiting

for coordination near the border of shields, while proposed

dynamic shielding (lower) eliminates this overhead.

lack of formal safety guarantees. In addition, traditional MARL ap-

proaches with behavior penalties (i.e., giving a negative reward for

unsafe actions) cannot ensure safety in practice [18, 45]. Therefore,

there is a significant challenge to developing safe MARL systems

that are provably trustworthy [11, 18, 33, 45, 59].

Recently, there has been much research in notions of safety [1,

18, 19, 24, 41]. For example, Linear Temporal Logic (LTL) [43] is a

specification language used for formal verification to ensure that

an automation system always stays in safe states [46]. A recent

work [1] adopts LTL as a safety specification language in single-

agent Reinforcement Learning (RL) via synthesizing a shield to

monitor the RL agent. The shield is a lightweight system running

along with the RL agent, which monitors actions selected by the RL

agent and rejects any unsafe actions according to the given safety

specification. The shield has provable safety guarantees for the

lifetime of the RL process (i.e., the training and deployment phases).

Factored shielding [18] adapts the shielded learning method to

multi-agent scenarios in a decentralized fashion. Compared with

centralized shielding, which uses one shield to monitor the states

and actions of all agents, factored shielding synthesizes multiple

shields, and each shield monitors a subset of the agents’ state space.

These methods perform well in discrete environments. However,

both centralized shielding and factored shielding are challenging

to scale up for more complex continuous environments.

On the other hand, when it comes to shielding framework de-

sign, there is a dilemma: centralized approaches have limited scala-

bility [18], while fully decentralized methods cause coordination

overheads. Agents can become stuck waiting for coordination when

they get closer to one another due to the lack of information sharing
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in decentralized approaches. For instance, Figure 1 shows a scenario

in which factored shielding causes extra coordination overhead. In

this paper, we propose a novel, safe, and efficient MARL framework

in a mixed decentralized manner, which dynamically synthesizes

shields to mitigate those limitations.

Specifically, our main contributions are threefold: Firstly, we pro-

pose a novel shield framework - dynamic shielding, which enables

robots to collaborate to ensure safety. There are initially multiple

shields, which concurrently monitor different agents. When there

is a high risk of conservative behavior (e.g., agents move together),

the shields could choose to merge with others. The merged shield

can leverage the state information of multiple agents to mitigate

unnecessary coordination overhead. When agents move apart from

each other, the merged shield can split into multiple shields. We

also present an effective shield synthesis approach in section 5,

named k-step look ahead shields. Our method prunes the unneces-

sary computation of traditional shield synthesis approaches [1, 18]

and delegates the computation complexity to the online algorithm,

which can synthesize shields in real-time. We also incorporate a

world-model learning procedure to learn a simplified environment

dynamics model. This enables our framework to learn from scratch,

with minimal external knowledge.

Additionally, we showcase the effectiveness and performance of

our shielding approach through extensive experiments. We study

the navigation problem on six different grid world maps [38] and

two different tasks in the Multi-Agent Particle Environment [32]

(MPE). Our approach outperforms other baselines in terms of re-

ward andminimal steps while guaranteeing safety. Furthermore, we

show that dynamic shielding ensures safety with a high probability

as the number of agents scales up.

2 RELATEDWORK

2.1 Safe Multi-Agent Reinforcement Learning

Safe RL methods can be classified into two categories [19]: 1) The

first is optimization criterion-based methods, which modify the

RL objective functions [15, 50, 53]. For example, SNO-MDP [54]

tackles the safe RL problem using a constrained Markov decision

process. 2) The second is based on modifying the exploration pro-

cess to avoid undesirable actions [6, 26, 30], which incorporates

extra domain-specific knowledge (e.g., and demonstration) into the

training process. Our dynamic shielding algorithm falls into the

second category. Shielding was introduced to RL in [1], and was

adapted to multi-agent settings in [18]. In this work, we propose a

novel shielding framework forMARL by addressing challenges such

as coordination overhead and scalability issues in the multi-agent

setting and mitigating the reliance on external knowledge.

2.2 Safe Control via Control Barrier Functions

Barrier certificates [34, 44] and Control Barrier Function (CBF) [56]

based control methods [12, 14, 35, 36, 49, 52] are commonly used to

provide safety guarantee for safety-critical problems, such as colli-

sion avoidance [37, 44, 56, 58]. In the context of multi-agent collision

avoidance, previous research has explored using the multi-agent

CBF frameworks [8, 37, 55]. Recent works [13, 45] have proposed

decentralized controller synthesis approaches under the CBF that

can scale to an arbitrary number of agents. We acknowledge their

contributions, but they are perpendicular to our focus.

In this work, we aim to address more general safety specifications

for MARL by leveraging a more expressive Linear Temporal Logic

(LTL) [43]. LTL can conveniently capture complex time-varying

constraints [48]. Although we conduct experiments for collision-

avoidance tasks in section 6, we focus on the use of LTL for MARL

in this work, with the aim of extending our approach to even more

complex safety constraints in the future.

2.3 LTL as Safety Specification

LTL is a widely used specification language in safety-critical sys-

tems [2, 4], which can express complex requests at a high level. For

example, LTL has been used to express complex task specifications

for robotic planning and control [28, 51]. Several works [9, 23, 25]

develop reward shaping techniques that translate logical constraints

expressed in LTL to reward functions for RL. However, [18, 45] has

empirically demonstrated reward shaping cannot ensure safety in

MARL. Our shield synthesis technique, which is based on solving

two-player safety games, was originally developed in [27] to en-

force LTL specifications. The original technique synthesizes shields

to local caches in an offline manner. In section 5, we propose a

novel online method to synthesize shields in real time.

3 PRELIMINARIES

We start by introducingMulti-Agent Reinforcement Learning, Shield-
ing, and Safety Games with Linear Temporal Logic specification, upon
which our algorithm builds.

3.1 Multi-Agent Reinforcement Learning

We focus on the 𝑛-player Markov Games defined by a tuple(
N ,S,

{
A𝑖

}
𝑖∈N ,

{
𝑟 𝑖
}
𝑖∈N ,P, 𝛾

)
where N = {1...𝑛} is the set of 𝑛 agents, S denotes the state space

jointly observed by all agents, A𝑖
is the action space of agent 𝑖 ,

𝑟 𝑖 is the reward function of agent 𝑖 , P : S × A → Δ(S) denotes
the transition probability, and 𝛾 is the discount factor. We assume

the initial state 𝑠1 follows a fixed distribution 𝜌 ∈ Δ(S). At each
time step 𝑡 , the agents observe state 𝑠𝑡 , take actions 𝑎𝑡,𝑖 ∈ 𝐴𝑖

in

the environment simultaneously, and receive rewards 𝑟𝑡,𝑖 ∈ 𝑅𝑖 .

Then the state of the environment moves to 𝑠𝑡+1. The objective

of each agent 𝑖 is to learn a control policy 𝜋𝑖 which maximizes

the expected cumulative reward 𝐸
[∑∞

𝑡=0
𝛾𝑡𝑅𝑖 (𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+1)

]
. MARL

algorithms can be categorized into three different types based on

the dependence of individual agent performance on other agents’

choices, including cooperative, competitive, and mixed settings.

We use MARL algorithms with mixed settings in our experiment

in Section 6. CQ-learning [16] is a MARL algorithm that enables

agents to behave separately at most of the time and consider the

states and actions of other agents when necessary. MADDPG [32] is

a deep MARL algorithm with centralized training and decentralized

execution, each agent trains models that simulate each of the other

agents’ policies based on its observation of their behavior.
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3.2 LTL as Safety Specification

We consider Linear Temporal Logic [43] (LTL) to express safety

specifications. LTL is an extension of propositional logic, which has

long been used as a tool in the formal verification of programs and

systems. The syntax of LTL is given by the following grammar [5]:

𝜑 := 𝑝 |¬𝑝 |𝜑1 ∨ 𝜑2 | ⃝ 𝜑 |𝜑1U𝜑2

where 𝑝 is an atomic proposition. The temporal operators are next

⃝𝜑 , which indicates 𝜑 is true in the next succeeding state, and until

𝜑1U𝜑2 indicating 𝜑1 is true until the state where 𝜑2 is true. From

these operators, we can define 𝑇𝑟𝑢𝑒 ≡ 𝜙 ∨ ¬𝜙 , 𝐹𝑎𝑙𝑠𝑒 ≡ ¬𝑇𝑟𝑢𝑒 ,
implication 𝜑 ⇒ 𝜓 := ¬𝜑 ∨ 𝜓 , eventually ⋄𝜑 := TrueU𝜑 , and

always □𝜑 := ¬ ⋄ ¬𝜑 . We use LTL formulas to express safe spec-

ifications. For example, □¬𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛 denotes that collision should

never happen. We consider translating the LTL safety specification

into a safe language accepted by a deterministic finite automaton

(DFA) [29]. In addition, we extend the definition of safe RL in [1]

to MARL in the following way:

Definition 1. Safe MARL is the process of learning optimal
policies for multiple agents while satisfying a temporal logic safety
specification 𝜙𝑠 during the learning and execution phases.

3.3 Formal Safety Guarantee with Shield

Figure 2: Enforce safety specification via shielding.

Our method builds upon a prior method called Shield [18, 27],

which ensures safety properties at runtime. A Shield (shown in

Figure 2) monitors the control input of agents and corrects any

unsafe control input instantaneously. A Shield should have two

properties: 1) Minimal interference. Namely, shields only correct

the action if it violates the safety rule. 2) Correctness. Shields should

distinguish every unsafe action and refine it with safe actions. Our

method uses the Shield framework to ensure safety, and we provide

theoretical proof of safety in section 5.

We represent the shield using a finite-state reactive system.

According to the formulation in [18], a finite-state reactive sys-

tem is a tuple 𝑆 = (𝑄,𝑞0, Σ𝐼 , Σ𝑂 , 𝛿, 𝜆), where Σ𝐼 and Σ𝑂 are the

I/O alphabets, 𝑄 is the state set, 𝑞0 ∈ 𝑄 denotes the initial state,

𝛿 : 𝑄 × Σ𝐼 → 𝑄 is a transition function, and 𝜆 : 𝑄 × Σ𝐼 → Σ𝑂 is

an output function. Given the symbolic abstraction of the control

input (i.e., input trace) 𝜎𝐼 = 𝑥0𝑥1 . . . ∈ Σ∞
𝐼
, the system S gen-

erates the trajectory of states (i.e., output trace) 𝜎𝑂 = S (𝜎𝐼 ) =
𝜆 (𝑞0, 𝑥0) 𝜆 (𝑞1, 𝑥1) . . . ∈ Σ∞𝑂 , where 𝑞𝑖+1 = 𝛿 (𝑞𝑖 , 𝑥𝑖 ) for all 𝑖 ≥ 0.

We synthesize the shield by solving a two-player safety game [27],
a game played by the MARL agents and the environment, where

the winning condition is defined by the LTL safety specification.

MARL agents should comply with all safety specifications all of

the time in order to win the game. A two-layer game is a tuple

G = (𝐺,𝑔0, Σ𝐼 , Σ𝑂 , 𝛿,𝑤𝑖𝑛) with a finite set of game states𝐺 , the ini-

tial state𝑔0 ∈ 𝐺 , a complete transition function 𝛿 : 𝐺×Σ𝐼×Σ𝑂 → 𝐺 ,

and𝑤𝑖𝑛 as a winning condition. In every state 𝑔 ∈ 𝐺 , the environ-

ment first chooses an input action 𝜎𝐼 ∈ Σ𝐼 , and then the MARL

agents choose a joint action (in abstraction symbol) 𝜎𝑂 ∈ Σ𝑂 . Then

the game moves to the next state 𝑔′ = 𝛿 (𝑔, 𝜎𝐼 , 𝜎𝑂 ), and so forth.

The resulting trajectory of game states 𝑔 = 𝑔0, 𝑔1, ... is called a play.
A play is won if and only if𝑤𝑖𝑛(𝑔) is 𝑡𝑟𝑢𝑒 . We describe the detailed

procedure of synthesizing shields via solving the two-player safety

game in section 5.

Figure 3: The green and blue squares denote shields, and

the dashed arrows are desired actions of agents. There is no

communication between shields 1 and 2. Therefore, Shield 1

conservatively judges that agent 2 cannot successfully enter

shield 2, thus rejects Agent 1’s action.

4 TACKLING SAFE AND EFFICIENT

MULTI-AGENT REINFORCEMENT

LEARNING VIA DYNAMIC SHIELDING

In this section, we first describe how traditional shielding methods

cause sub-optimal learning. Then, we present our method for safe,

optimal, and optimal MARL learning.

4.1 Conservative Behavior and Coordination

Overhead

For multi-agent systems, centralized approaches always fail when

the number of agents increases. For example, centralized shield-

ing for MARL fails empirically for two-agent scenarios [18]. Fully

decentralized shielding separates the whole state space into exclu-

sive subspaces and synthesizes a shield to monitor a subspace. For

example, factored shielding [18] computes multiple shields based

on a factorization of the joint state space observed by all agents.

However, this approach causes conservative behaviors (i.e., agents

stuck in place) when agents move across the border of shields due to

the information isolation between shields. Specifically, as shown in

Figure 3, the shield would reject agents’ actions even for those that

are essentially valid. Consequently, the MARL system has higher

coordination overhead, which causes extra steps when agents in-

teract and render the MARL policy sub-optimal. In Section 6, we

empirically demonstrate that the coordination overhead caused by

conservative behaviors leads to sub-optimal policies.

4.2 Dynamic shielding

To mitigate the coordination overhead caused by conservative be-

haviors, we propose dynamic shielding, a decentralized shield frame-

work on top of the traditional MARL process. Dynamic shielding
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(a) Learn control policies with the protection of Dynamic

Shielding.

(b) Learn Dynamics from experience.

Figure 4: Dynamic Shielding Framework

Algorithm 1: Dynamic Shielding at timestep 𝑡

Initialize :A list of shields 𝑆 = {𝑠1, 𝑠2, ..., 𝑠𝑚}, MARL agents’

joint action 𝑎𝑡 = (𝑎1

𝑡 , 𝑎
2

𝑡 , ...𝑎
𝑛
𝑡 ) and joint state

𝑠𝑡 = (𝑠1

𝑡 , 𝑠
2

𝑡 , ..., 𝑠
𝑛
𝑡 ), a constant penalty for unsafe

actions 𝑝 , a environment dynamics model

𝑝 (𝑠𝑡 |𝑠𝑡−1, 𝑎𝑡−1)
Output :Safe joint action 𝑎𝑡 , punishment 𝑝𝑡 , shield

new_shield

1 // Clustering: divide agents into groups

2 // e.g., cluster agents by their position

3 𝑛𝑒𝑤_𝑠ℎ𝑖𝑒𝑙𝑑 = 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑎𝑔𝑒𝑛𝑡𝑠 (𝑠𝑡 , 𝑎𝑡 )
4 for all group in 𝑖 ∈ {1, ...,𝑚′} do
5 for all shield 𝑗 ∈ {, ...,𝑚} do
6 if new_shield[I].group == 𝑠 𝑗 .𝑔𝑟𝑜𝑢𝑝
7 and 𝑠 𝑗 .duration ! = 0 then
8 new_shield[i].recompute = False

9 new_shield[i].shield = 𝑠 𝑗 .𝑠ℎ𝑖𝑒𝑙𝑑

10 end if

11 end for

12 end for

13 // Re-construct shields

14 // 1. When agents trying to escape shields

15 // 2. When shields expire

16 for all group in 𝑖 ∈ {1, ...,𝑚} do
17 if 𝑛𝑒𝑤_𝑠ℎ𝑖𝑒𝑙𝑑 [𝑖] .𝑟𝑒𝑐𝑜𝑚𝑝𝑢𝑡𝑒 == 𝑇𝑟𝑢𝑒 then

18 new_shield[i].reCompute(𝑝)
19 end if

20 end for

21 // Shielding: Replace unsafe actions to safe actions

22 𝑎𝑡 = safe action output by new_shield

23 for all agent in 𝑖 ∈ {1, ..., 𝑛} do
24 if 𝑎𝑖𝑡 ≠ 𝑎𝑖𝑡 then

25 𝑝𝑖𝑡 = p

26 end if

27 end for

28 return 𝑏𝑎𝑟𝑎𝑡 , 𝑝𝑡 , new_shield

has two important features: 1) Dynamic shielding dynamically

constructs shields based on agents’ real-time states; 2) Dynamic

shielding can perform two important operations, namely, merge
and split. The merge operation uses multiple shields’ information

to construct a larger shield, which temporarily removes the border

between shields. Therefore, the merged shield has enough informa-

tion to distinguish whether joint actions are safe and eventually

mitigate conservative behavior. On the other hand, the computa-

tion complexity in shield synthesis increases along with the shield

size. The split operation helps decrease computation costs when

agents locate sparsely. Figure 4a shows the diagram of dynamic

shield construction. Initially, we construct distinct shields for each

agent, which monitor agents’ reachable states in the next 𝑘 steps.

If agents try to move to states outside the shield, the shield will

recompute to establish a monitor on agents’ future possible states.

When agents gathering together has the possibility of collision,

shields will merge to jointly monitor the action using the state

information of multiple agents. When agents are more sparse, the

merged shield will split to save computation.

We summarize dynamic shielding in algorithm 1. There are three

phases: 1) clustering, 2) shield reconstruction, and 3) shielding. In

the clustering phase (LINE 1-12), the algorithm clusters agents into

groups by their current state. For example, in robot navigation

tasks, if some agents are close by, the algorithm will put them in

the same group, otherwise in separate groups. Agents in the same

group should merge shields to avoid conservative behaviors. Then,

in the shield re-construction phase (LINE 13-20), shields will merge

with other shields or split into multiple smaller shields based on

the results of clustering. In addition, some expired shields might

recompute according to agents’ state change. The merge operation

could be implemented by recompute shield using agents’ aggregated

state information. In the shielding phase (Lines 21-27), every shield

will do shielding concurrently, which rejects agents’ unsafe actions

and replaces them with safety actions. Lastly, the MARL agents will

be given an extra penalty for unsafe actions.

Our method faces the challenge it degrades to centralized shield-

ing for edge scenarios (some timesteps). For example, when all

agents gather together, all decentralized shields will merge together

into a single centralized shield. We propose an online method of

shield synthesis in Section 5, which could efficiently synthesize

shields.
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Algorithm 2: Learn dynamics model

Initialize : Initialize dataset D.

Initialize : Initialize neural network parameters 𝜃 randomly.

1 while not converged do
2 // Dynamics Learning

3 for update step 𝑐 = 1...𝐶 do

4 Draw B data sequences (𝑜𝑡 , 𝑎𝑡 )𝑘+𝐿𝑡=𝑘

5 Update 𝜃 . // 𝑝𝜃 (𝑜𝑡 | 𝑜𝑡−1, 𝑎𝑡 )
6 end for

7 // Collecting Data

8 𝑜1 = env. reset()
9 while episode not stopped do
10 𝑎𝑡 ∼ 𝐴

11 𝑜𝑡+1 ← env. step(𝑜𝑡 , 𝑎𝑡 )
12 end while

13 Add experience to dataset D
14 end while

15 return 𝜃

5 SYNTHESIZE SHIELD IN REAL-TIME

In this section, we introduce the incorporation of world model

learning and present our shield synthesis method – k-step look
ahead shields, a variant of traditional shield synthesis [27]. We also

give theoretical proof to show that our method guarantees safety.

5.1 Learn the environment dynamics

To cope with the scenario that the MARL agents do not have ex-

ternal knowledge about the environment in the first place, our

framework will train a coarse world model at the beginning. This

world model is a deep neural network that learns to predict the envi-

ronmental dynamics related to safety considerations. For example,

an autonomous driving car could have different sensor inputs such

as Lidar, Cameras, and GPS. If we only care about safety related to

locomotion, the coarse world model will be trained to predict GPS

signals under control inputs. There are many existing works on

world model learning [20–22]. We adapt a general framework from

Recurrent State-Space Model (RSSM) [21], which consists of three

components (Fig 4b): encoder, decoder, and dynamics networks,

which are denoted by enc𝜃 (𝑠𝑡 | 𝑠𝑡−1, 𝑥𝑡 ), dec𝜃 (𝑠𝑡 ) ≈ 𝑥𝑡 , and

dyn𝜃 (𝑠𝑡 | 𝑠𝑡−1, 𝑎𝑡−1) respectively.
With such a model obtained by Algorithm 2, given state 𝑥𝑡 and

action 𝑎𝑡 with latent of previous state 𝑠𝑡−1, we can predict the next

state 𝑥𝑡+1 by:

𝑠𝑡 ∼ enc𝜃 (𝑠𝑡 | 𝑠𝑡−1, 𝑥𝑡 )
𝑠𝑡+1 ∼ dyn𝜃 (𝑠𝑡+1 | 𝑠𝑡 , 𝑎𝑡 )
𝑥𝑡+1 ∼ dec𝜃 (𝑠𝑡+1)

In this work, we focus on using the world model to learn the low-

dimensional intrinsic properties of the environment, such as physi-

cal dynamics, for shield synthesis. We assume the existence of an

expressive world model, which allows us to abstract away from the

details of the sensory input and reason about the environment at a

higher level of abstraction. For this work, the cascading error that

may arise from errors in the learned world model is outside the

scope of our discussion.

5.2 𝑘-step look ahead shields

We assume the state space has been converted into a symbolic ab-

straction (via 𝑓 : 𝑆 → 𝐿) given by a DFA A𝑒 =

(
𝑄𝑒 , 𝑞𝑒

0
, Σ𝑒 , 𝛿𝑒 , 𝐹𝑒

)
.

We translate the LTL safety specification into another DFA A𝑆 =(
𝑄𝑆 , 𝑞𝑆

0
, Σ𝑆 , 𝛿𝑆 , 𝐹𝑆

)
. We formulate a two-player game

G =
(
𝐺,𝑔0, Σ1, Σ2, 𝛿

𝑔, 𝐹
)

by combining A𝑒
and A𝑆

. Instead of solving the game 𝐺 directly,

we add extra time constraints 𝑡 ≤ 𝑘 , where 𝑡 ∈ denotes the time

step from constructing the shield, and 𝑘 is a hyper-parameter that

denotes the maximum steps of the game. The modified game is then

G𝑘 =

(
𝐺𝑘 , 𝑔0

′, Σ1, Σ2, 𝛿
𝑔′, 𝐹𝑘

)
(1)

where the state space 𝐺𝑘 = 𝐺 × {1...𝑘}, the initial state 𝑔0

′ =

(𝑔0, 𝑡 = 1), the transition function 𝛿𝑔′ (𝑔𝑡 , 𝑡) = (𝛿𝑔 (𝑔𝑡 ), 𝑡 +1), which
could be approximated through the world model, and the winning

condition 𝐹𝑘 = 𝐹∧(𝑡 ≤ 𝑘). We can solve the two-player safety game

G𝑘 and compute the winning region𝑊 ⊆ 𝐹𝑘 , using the method

in [27]. We then construct the k-step look ahead shield by translating
G𝑘 and𝑊 to a reactive system 𝑆 =

(
𝑄S, 𝑞0,S, Σ𝐼 ,S, Σ𝑂,S, 𝛿S, 𝜆S

)
.

The shield has the following components: 𝑄S = 𝐺𝑘
, 𝑞

0,S = 𝑞0

′
,

Σ𝐼 ,S = 𝐿 × A, Σ𝑂,S = A, 𝛿S (𝑔𝑘 , (𝑙, 𝑎)) = 𝛿

(
𝑔𝑘 , (𝑙, 𝜆S (𝑔, (𝑙, 𝑎)))

)
for all 𝑔𝑘 ∈ 𝐺, 𝑙 ∈ 𝐿, 𝑎 ∈ A, and

𝜆S (𝑔, 𝑙, 𝑎) =


𝑎 if 𝛿𝑘 (𝑔𝑘 , (𝑙, 𝑎)) ∈𝑊
𝑎′ if 𝛿𝑘 (𝑔𝑘 , (𝑙, 𝑎)) ∉𝑊 for some arbitrary

default 𝑎′ with 𝛿𝑘
(
𝑔𝑘 , (𝑙, 𝑎′)

)
∈𝑊 .

Our shield synthesis bears a resemblance to the classic shield

synthesis [1, 18], which also synthesizes shields by solving the two-

player game. The main difference is that our method only predicts a

subset of future state space, whereas previous methods enumerate

all possible states along the planning horizon. This leads to the

major benefit of our method, that for tasks with state spaces too

large to compute in advance, our algorithm still works efficiently

while previous methods fail.

5.3 Safety Guarantee

We show that dynamic shielding with k-step look ahead shielding
can guarantee safety for MARL agents.

Proposition 1. Given a trace 𝑠0𝑎0𝑠1𝑎1 · · · ∈ (𝑆 × 𝐴)𝜔 jointly
produced by MARL agents, the dynamic shielding, and the environ-
ment, state-action pair (𝑠𝑡 , 𝑎𝑡 ) is safe at every time step regarding
definition 1.

Proof. Firstly, the procedure in algorithm 1 ensures each agent

is monitored by a shield at each time step, and this shield at least

monitors the states of agents in the next 𝑘 steps (otherwise, the

shield will re-compute). Then the remaining proof is the same as

the correctness of centralized shielding in [18]. For any agents

under shield S = (𝑄,𝑞0, Σ𝐼 , Σ𝑂 , 𝛿, 𝜆), there is a corresponding
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run 𝑞0𝑞1, ...𝑞𝑚 ∈ (𝑆 × 𝐴)𝜔 , where 𝑚 ≤ 𝑘 is the duration before

reconstructing this shield. By constructing the shield, we have

the environment abstraction DFA 𝐴𝑒
and the safety specification

DFA 𝐴𝑠
. We can project the run 𝑞0, 𝑞1, ...𝑞𝑚 of the shield S onto

a trace 𝑞𝑠
0
(𝑓 (𝑠0), 𝑎0)𝑞𝑠

1
(𝑓 (𝑠1), 𝑎1)...𝑞𝑠𝑚 (𝑓 (𝑠𝑚), 𝑎𝑚) on 𝐴𝑠 . Since we

construct the shield from the winning region of the two-player

safety game, every state 𝑞𝑠
𝑖
(𝑓 (𝑠𝑖 ) visited by agents along the trace

should be a safe state in A𝑠
. The shield S ensures the safety speci-

fication defined in A𝑠
is never violated. Therefore, the joint state-

action pair (𝑠𝑡 , 𝑎𝑡 ) is safe for every MARL agent at every step.

□

Figure 5: Different gridworld environments. Dots are agents,

stars denote targets, and black blocks are obstacles.

(a) Simple Spread (b) Simple Adversary

Figure 6: Modified Multi-Agent Particle Environment (MPE).

The blue circles denote agents, black dots are landmarks. In

Simple Adversary, the red circle is an adversary agent, and the

green dot is the target landmark, we let 𝑛𝑔𝑜𝑜𝑑 : 𝑛𝑎𝑑𝑣𝑒𝑟𝑠𝑎𝑟𝑦 =

3 : 1. The MPE environment is unbounded, but agents will be

penalized if they move too far away.

6 EXPERIMENTS

In this section, we empirically evaluate the performance of the

proposed safe MARL framework (Algorithm 1) on multiple bench-

mark tasks. We apply our algorithm to four different maps of the

gridworld [39] (shown in Figure 5) and two environments (coop-

erative and mixed-cooperative of MPE (shown in Figure 6). We

compare the proposed algorithm with CQ-Learning [16], CQ with

factored shielding (CQ+FS), DDPG [31], MADDPG [32], and MAD-

DPG+CBF [11]. We conducted three sets of experiments in total.

For the first two sets, we assume known environment dynamics to

evaluate the performance of our shielding framework conveniently.

In the last experiment, we train our framework without any exter-

nal knowledge of the environment to demonstrate the effectiveness

of MARL with the proposed shielding in practice. We implement

algorithms using Python and synthesize shields via Slugs [17]. For

each experiment, we evaluate algorithms in both the training and

testing phases. To mitigate outliers, we performed all experiments

in 5 independent runs and averaged the results.

(a) Left-hand side figure is the max reward that agents obtained

during learning. The right-hand side figure is the total collision

between agents during learning.

(b) TheMin step to reach goals value is an indicator of the optimality

of learned policies.

Figure 7: Gridworld experiment. CQ+DS, CQ+FS, and CQ de-

note CQ-Learningwith dynamic shielding, CQ-Learningwith

factored shielding, and CQ-Learning without shielding.

Experiment Setup. Figure 5 shows six maps of grid world

benchmark environments adapted from the gridworld [39]. Each

map has four agents learning to navigate while avoiding obstacles in

the environment. The action set isA = {𝑠𝑡𝑎𝑦,𝑢𝑝, 𝑑𝑜𝑤𝑛, 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡}.
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We randomly assign a unique target to each agent. Once an agent

reaches its target, it stays there until all agents reach their goals. We

set sparse rewards for this task, namely, giving a −1 living penalty,

−10 collision penalty, and +100 for reaching the target.

Figure 6 shows two tasks from the modified MPE [32], say simple
spread and simple adversary. The goal of simple spread task is for

agents to cooperate and reach their target while avoiding collisions.

The goal of simple adversary task is for good agents to navigate

to the target and trick the adversary, and the adversary agents try

to reach the target while avoiding collisions. These tasks are more

difficult than the gridworld in two aspects:

(1) The state space of MPE is continuous and unbounded.

(2) Agents have more complicated dynamics in MPE, such as

momentum and acceleration.

The action set is A′ = {𝑠𝑡𝑎𝑦,𝑢𝑝, 𝑑𝑜𝑤𝑛, 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡, brake}, from
which the action controls acceleration. For example, if an agent

takes 𝑠𝑡𝑎𝑦, it moves at its original velocity instead of staying. We

use 𝑏𝑟𝑎𝑘𝑒 to simulate braking in the real world, where the agent

exerts a large deceleration in the direction of velocity until it stops.

The 𝑏𝑟𝑎𝑘𝑒 action obeys the law of kinematics; for example, an agent

moving at a higher speed needs a longer distance to brake down.

Each agent receives a reward that is inversely proportional to the

distance with its target and penalties for collisions.

Figure 8: Compare Dynamic Shielding (MADDPG/DDPG+DS)

with other baselines (MADDPG/DDPG+Safe,MADDPG+CBF).

Conservative Behavior Evaluation. We integrate CQ-learning

with factored shielding and proposed dynamic shielding. We ap-

ply them to four different gridworld environments (Figure 5). We

evaluate algorithms using maximum rewards, collision counts, and

episode steps during the training phase. Results in Figure 7a show

that both factored shielding and dynamic shielding can guarantee

collision-free learning in all maps. However, dynamic shielding

obtains better policies with higher rewards compared to factored

shielding and learning without shielding. Figure 7b shows CQ+DS

agents need fewer steps to reach the target than CQ+FS. The dy-

namic shielding policy eventually has comparable performance as

CQ-learning without intervention. Therefore, that demonstrates

the proposed dynamic shielding mitigates coordination overheads

caused by factored shielding with the guarantee of safety.

Scalability Evaluation. We evaluate the performance of the dy-

namic shieldingwhen the state space and the number of agents scale

up. We integrate DDPG and MADDPG with dynamic shielding and

apply them to the modified MPE environment (shown in Figure 6).

The state space of MPE is a scale-up of gridworld as we described

previously. Factored shielding fails in this unbounded environment

since we cannot synthesize shields for the entire state space before-

hand. We consider two baseline algorithms that incorporate safety

mechanisms into DDPG/MADDPG: DDPG/MADDPG+Safe, which

adds safety rewards to the reward function, and MADDPG+CBF,

which enforces safety using control barrier functions. For MAD-

DPG+CBF, we follow the barrier functions proposed in [11]. Ta-

ble 1 shows MADDPG/DDPG+DS and MADDPG+CBF guarantee

collision-free regardless of the tasks.Whereas,MADDPG/DDPG+Safe

constantly have collisions, which increases as the number of agents

scales up. Table 1 also depicts the cumulative rewards during the

testing phase. At convergence, MADDPG/DDPG+DS obtains higher

rewards than MADDPG/DDPG+Safe. The learning curves in Fig-

ure 8 demonstrate that the MARL algorithms with dynamic shield-

ing converge faster at higher rewards. We also evaluate the perfor-

mance of dynamic shielding when the number of agents scales up.

Table 1 shows that although the collision of MADDPG/DDPG+Safe

increase as agents scales up, MADDPG+DS and MADDPG+CBF

always ensures safety and has higher rewards in both environ-

ments. As the number of agents increases, we observe a widening

performance gap between MADDPG+DS and MADDPG+CBF. This

suggests that our dynamic shielding still maintains minimal inter-

vention (less conservative) as the number of agents scales up.

Model Based Dynamic Shielding. In this experiment, we re-

move the 𝑏𝑟𝑎𝑘𝑒 action in the environment and evaluate algorithms

in the standard MPE Simple spread and Simple Adversary environ-

ments. Agents collect 3𝑒5 roll-outs from the environment to train

the world model via Algorithm 2 to learn to predict next step loca-

tion 𝑥𝑡+1 based on current location, velocity, and action [𝑥𝑡 , 𝑣𝑡 , 𝑎𝑡 ]𝑇 .
Since the temporal information is irrelevant to the dynamics in this

environment, we use a 32 × 64 × 32 MLP network as the dynamics

model. We name this procedure Model-Based Dynamic Shielding

(MBDS). We calculate testing phase safety rate by

𝑟𝑠𝑎𝑓 𝑒𝑡𝑦 =

∑
𝑖 1(collisions in step i > 0)

number of steps

.

Figure 9 demonstrates that MARL with Model-Based Dynamic

Shielding (MADDPG+MBDS, DDPG+MBDS) obtains at least not
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MADDPG+DS MADDPG+Safe DDPG+DS DDPG+Safe MADDPG+CBF

Task N REW COL REW COL REW COL REW COL REW COL

Spread

4 −77 ± 8 0.0 −84 ± 6 1.3 ± 0.9 −76 ± 8 0.0 −82 ± 6 0.9 ± 1.0 −75 ± 6 0.0

8 −112 ± 10 0.0 −119 ± 9 10.0 ± 2.2 −113 ± 10 0.0 −125 ± 13 7.7 ± 1.9 −118 ± 12 0.0

12 −129 ± 9 0.0 −141 ± 9 38.2 ± 6.6 −129 ± 11 0.0 −151 ± 14 26.5 ± 6.5 −138 ± 11 0.0

Adversary

4 −25 ± 3 0.0 −30 ± 4 1.1 ± 0.8 −26 ± 3 0.0 −26 ± 3 0.9 ± 1.3 −23 ± 3 0.0

8 −1 ± 3 0.0 −5 ± 8 6.8 ± 2.0 −2 ± 4 0.0 −11 ± 16 5.5 ± 1.7 −2 ± 5 0.0

12 21 ± 9 0.0 16 ± 8 43.5 ± 10.6 23 ± 9 0.0 13 ± 11 33.2 ± 10.9 18 ± 8 0.0

Table 1: Results comparing the average rewards and collisions of algorithms during the testing phase. In the table, 𝑎 ± 𝑏 denotes

the mean and variance of results from 10 independent testing runs. (REW, COL denote cumulative rewards and collisions).

Figure 9: Compare Model-Based Dynamic Shielding (MBDS)

with other baselines.

lower cumulative rewards than other baselines (MADDPG+Safe,

DDPG+Safe). In addition, when the number of agents increases from

4 to 8, the safety rates of shielding (shown in Figure 10) decrease

no more than 5% and keep above 90%. However, other baselines

has safety rates decrease 10% in simple spread and 20% in simple
adversary. Hence, Model-Based Dynamic Shielding is an effective

method to provide safety guarantees for MARL.

7 CONCLUSIONS

This paper presents a novel approach to addressing safe MARL

through model-based dynamic shielding. The proposed method

minimally interferes with theMARL framework to ensure the safety

specification defined by LTL expressions. We also propose an ef-

fective technique to synthesize shields in real time and provide

theoretical proof of a safety guarantee. In addition, we conduct

extensive experiments to demonstrate our algorithm is better than

Figure 10: Safety rate in the MPE tasks.

other baselines regarding safety and learning performance in bench-

mark tasks. There are some limitations that we acknowledge. First,

our approach does not address the issue of cascading errors that

may arise from inaccuracies in the learned dynamics model. This

could potentially impair the safety guarantees provided by our

framework. Second, we have not analyze the time complexity of

our algorithm, which is heavily dependent on the implementation

of the reactive game solver. In our future work, we plan to explore

methods for enforcing safety guarantees in the presence of a risk-

aware dynamics model, which would help to mitigate the impact of

cascading errors. Additionally, we will conduct a thorough analysis

of the time complexity of our algorithm to ensure that it can scale

to larger and more complex environments.
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