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ABSTRACT
The design of mechanisms where incentives are simple to under-

stand for the agents has attracted a lot of attention recently. One

particularly relevant concept in this direction has been Obvious

Strategyproofness (OSP), a class of mechanisms that are so simple

to be recognized as incentive compatible even by agents with a

limited form of rationality. It is known that there exist payments

that lead to an OSP mechanism whenever the algorithm they aug-

ment is either greedy or reverse greedy (a.k.a., deferred acceptance).

However, to date, their explicit definition is unknown.

In this work we provide payments for OSP mechanisms based

on greedy or reverse greedy algorithms. Interestingly, our results

show an asymmetry between these two classes of algorithms: while

for reverse greedy the usual strategyproof payments work well also

for OSP, the payments for greedy algorithms may break individual

rationality or budget balancedness. Thus, the designer needs to

subsidize the market in order to simultaneously guarantee these

properties and simple incentives. We apply this result to analyze

the amount of subsidies needed by a well-known greedy algorithm

for combinatorial auctions with single-minded bidders.
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1 INTRODUCTION
Mechanism Design provides tools for developing protocols that

align the goals of a planner with the selfish interests of the partici-

pating agents. Indeed, agents may, in principle, have an advantage if

they deviate from the protocol’s prescriptions. This could invalidate

the guarantees of the protocol, such as, the maximization of some

social measure of welfare or the revenue of the designer, that only

hold under the assumption that agents behave as dictated. Hence,

the goal is to design special protocols, named mechanisms, that al-
low to optimize the planner goals, and at the same time incentivize

agents to follow the protocol, a property called strategyproofness.

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 – June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents

and Multiagent Systems (www.ifaamas.org). All rights reserved.

In Artificial Intelligence, mechanism design has found applica-

tions in many settings: from allocation, to facility location and

matching problems [23].

Recently, a lot of interest has been devoted to designing mecha-

nisms that not only aim to maximize the goal of the planner and to

incentivize the correct behaviour of agents, but are also simple. Sim-

plicity is usually intended in terms of the ability for the agents to

understand their incentives without the need to engage in complex

case analyses. From this point of view, simplicity is related with

the transparency and the accountability of the protocol, that are

often desirable properties, especially for democratic institutions.

The vague definition of simplicity that we described above has

been recently formalized by Li [20] with the concept of Obviously
Strategyproof (OSP) mechanisms. Roughly speaking, a mechanism

is OSP if whenever it requires an agent to take an action, the worst

outcome that she can achieve by following the protocol is not

worse than the best outcome that she can achieve by deviating.

Unfortunately, since the introduction of this concept, it has been

observed that designing efficient OSP mechanisms can be a hard

task [15], and indeed, most of the early work on the topic focuses

on special mechanism formats observed to be OSP, such as, posted

price mechanisms [1, 6] and deferred acceptance auctions [22].

Only recently, a characterization of OSP mechanisms has been

provided in [14] for single-parameter problems – wherein agent

behaviour depends on a single parameter, also known as type – and

binary outcomes (i.e., where each agent either wins or loses) and

very recently extended to general outcome spaces in [17]. Interest-

ingly, both these characterizations relate OSPmechanisms to greedy

and reverse greedy (a.k.a., deferred acceptance) algorithms, stating

that algorithms with this format can be enriched with payments to

guarantee obvious strategyproofness.

Unfortunately, the definition of these payments has not been

explicitly provided in previous work. Clearly, this challenges the

“simplicity” of these mechanisms based on greedy algorithms: what

if the payments making them OSP are complex or hard to compute?

Our Contribution. In this work we provide explicit payments for

OSP mechanisms based on greedy and reverse greedy algorithms.

Specifically, it turns out that payments in the case of reverse greedy

algorithms are essentially the same as the well-known payments for

standard strategyproof mechanisms for single-parameter agents [2].

This, in turn, implies that this kind of implementation enjoys other

desirable properties of mechanisms, such as individual rationality

and budget balance (see below for formal definitions).

Interestingly, we observe an asymmetry with respect to the

mechanisms built on greedy algorithms. We show that in this case,

payments are different from the strategyproof ones, and in gen-

eral they are not able to guarantee both individual rationality and

balanced balancedness. That is, these payments may require one

agent to be paid less that the cost they incur into by participating

Session 6D: Mechanism Design
 

AAMAS 2023, May 29–June 2, 2023, London, United Kingdom

2125



to the mechanism. Hence, in order to incentivize the participation

to the mechanism, the planner has to provide subsidies to agents,

meaning that the planner will spend more than the actual cost of

the solution computed by the mechanism.

This dichotomy addresses a problem raised in [22] about the

OSPness of greedy algorithms. Indeed, it was observed therein that

greedy mechanisms, when equipped with strategyproof payments,

cease to be OSP, and this result was used to justify a preference

of reverse greedy mechanism over greedy mechanisms. We can

now better motivate this preference: reverse greedy mechanisms

are indeed the only one to guarantee at the same time obvious

strategyproofness, individual rationality, and budget balancedness.

Note that we provide our characterization of payments both

in the case of binary outcomes (in Section 4) and general single

parameter mechanisms (in Section 3).

We finally complete this work, by providing a specific case study

for combinatorial auctions with single-minded bidders. In particular,

we bound the amount of subsidies necessary to make OSP the well-

known greedy algorithm of Lehmann et al. [19] for this setting. We

prove that there are instance whose subsidies can be very large

(essentially we have to pay each agent her second highest possible

type), and instances in which no subsidies are necessary.

Other Related Work. OSP mechanisms attracted a lot of attention.

Some works provide preliminary characterizations for these mech-

anisms. Specifically, some papers [7, 21, 25] aim at simplifying the

notion of OSP, by looking at versions of the revelation principle for

OSP mechanisms. This, for example, allows to focus, without loss

of generality, on deterministic (rather than randomized) extensive-

form mechanisms where each agent moves sequentially (rather

than concurrently). More relevant to our paper is a technique to

characterize OSP via cycle-monotonicity, defined in [13].

A few OSP mechanisms have been recently proposed. Most of

them focus on restricted preference spaces, such as single-peaked

domains [3, 4, 7] whereas others focus more on specific applications,

e.g., OSP stable matching is studied in [5], public project selection

in [16], machine scheduling in [13] and binary allocation problems

in [12]. Negative results, such as inapproximability or impossibility

results, about the performances of OSP mechanisms are similarly

quite sparse. Some inapproximability results have been instead

provided for special mechanisms formats, that can be observed to

be OSP, such as deferred acceptance auctions. For example, [10]

prove that the approximation guarantee of these mechanisms are

quite poor compared to what strategyproof mechanisms can do

for several optimization problems. Follow-up work is discussed in

[8, 11]. However, it is not known whether these results extend to

any OSP mechanism.

2 DEFINITIONS AND PRELIMINARIES
Consider a set 𝑁 of 𝑛 selfish agents (a.k.a., bidders) and a set S
of feasible outcomes. Agent 𝑖 ∈ 𝑁 has a type 𝑡𝑖 ∈ 𝐷𝑖 , 𝐷𝑖 being

the domain of 𝑖 . We assume that the type of each agent is private
knowledge. With 𝑡𝑖 (𝑋 ) ∈ R we denote the cost of agent 𝑖 with type

𝑡𝑖 for the outcome 𝑋 ∈ S. When costs are negative, it means that

the agent has a so-called valuation for the solution. In the former

case, we can think at the agent performing some work for the

mechanism (á la procurement auction) whereas in the latter agents

have a profit from the outcome computed by the mechanism (as in,

e.g., single-item auctions). In the remainder of this paper, we will

mainly be working with costs and use that terminology accordingly

but none of our structural results on the payment functions assume

that costs are positive. In fact, we will apply our results to a setting

with valuations.

In general, a mechanism is a protocol between the designer and

the agents in 𝑁 ; at the end of this interaction, the mechanism

selects an outcome 𝑋 ∈ S. During the protocol, agent 𝑖 takes

actions (e.g., saying yes/no) that may signal to the mechanism a

type 𝑏𝑖 ∈ 𝐷𝑖 different from 𝑡𝑖 (e.g., saying yes could signal a 𝑏𝑖
which is smaller for a certain solution than 𝑡𝑖 ). In such a case, we

say that agent 𝑖 takes actions compatible with (or according to) 𝑏𝑖 .
We call 𝑏𝑖 the presumed type of agent 𝑖 . For a mechanism𝑀 ,𝑀 (b)
denotes the outcome returned by the mechanism when the agents

take actions according to their presumed types b = (𝑏1, . . . , 𝑏𝑛)
(i.e., each agent 𝑖 takes actions compatible with the corresponding

𝑏𝑖 ). This outcome is computed by a pair (𝑓 , 𝑝), where 𝑓 = 𝑓 (b) =
(𝑓1 (b), . . . , 𝑓𝑛 (b)) (termed social choice function or algorithm) maps

the actions taken by the agents according to b to a feasible solution
in S, and 𝑝 (b) = (𝑝1 (b), . . . , 𝑝𝑛 (b)) ∈ R𝑛 maps the actions taken

by the agents according to b to payments. Note that payments need

not be positive.

As common in the literature, we assume that each selfish agent

has a quasi-linear utility function, i.e., agent 𝑖 has utility function

𝑢𝑖 : 𝐷𝑖 × S → R: for 𝑡𝑖 ∈ 𝐷𝑖 and for an outcome 𝑋 ∈ S returned

by a mechanism 𝑀 , 𝑢𝑖 (𝑡𝑖 , 𝑋 ) is the utility that agent 𝑖 has for the

implementation of outcome 𝑋 when her type is 𝑡𝑖 , i.e.,

𝑢𝑖 (𝑡𝑖 , 𝑀 (𝑏𝑖 , b−𝑖 )) = 𝑝𝑖 (𝑏𝑖 , b−𝑖 ) − 𝑡𝑖 (𝑓 (𝑏𝑖 , b−𝑖 )) .
In this work, we focus on single-parameter agents. The private

information of each single-parameter bidder 𝑖 is a single real number

𝑡𝑖 and 𝑡𝑖 (𝑋 ) can be expressed as 𝑡𝑖w𝑖 (𝑋 ) for some function w :

S → R𝑛 that is publicly known. Note that the cost of player 𝑖 for

outcome 𝑋 is independent of w𝑗 (𝑋 ) for 𝑗 ≠ 𝑖 . We make no other

assumption on S. To simplify the notation, we will write 𝑡𝑖 𝑓𝑖 (b)
when we want to express the cost of a single-parameter agent 𝑖

of type 𝑡𝑖 for the output of social choice function 𝑓 on input the

actions corresponding to a bid vector b. The binary outcome setup,

wherein 𝑓𝑖 (b) ∈ {0, 1}, is a special case of particular interest.Wewill

typically say that agent 𝑖 wins at b (loses, respectively) whenever

𝑓𝑖 (b) = 1 (𝑓𝑖 (b) = 0, respectively) omitting the dependence from b
whenever this is clear from the context.

Extensive-form Mechanisms and Obvious Strategyproofness.We

build our definition upon the one in [14], which is shown to be

equivalent to the original notion in [20], and some structural results

therein. We kindly refer the interested reader to [14] for details.

We begin with extensive-form mechanisms. An extensive-form

mechanism 𝑀 is a triple (𝑓 , 𝑝,T) where, as from above, the pair

(𝑓 , 𝑝) determines the outcome of the mechanism, and T is a binary

tree, called implementation tree, such that:

• Every leaf ℓ of the tree is labeled with a possible outcome of the

mechanism (𝑋 (ℓ), 𝑝 (ℓ)), where 𝑋 (ℓ) ∈ S and 𝑝 (ℓ) ∈ R;
• Each node 𝑢 in the implementation tree T defines the following:

– An agent 𝑖 = 𝑖 (𝑢) to whom the mechanism makes a query.

Each answer to this query leads to a different child of 𝑢.
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– A subdomain 𝐷 (𝑢) = (𝐷 (𝑢)
𝑖

, 𝐷
(𝑢)
−𝑖 ) containing all types that

are compatible with 𝑢, i.e., compatible with all the answers

to the queries from the root down to node 𝑢. Specifically, the

query at node 𝑢 defines a partition of the current domain of 𝑖 ,

𝐷
(𝑢)
𝑖

into two subdomains, one for each of the 2 children of

node 𝑢. Thus, the domain of each of these children will have

as the domain of 𝑖 , the subdomain of 𝐷
(𝑢)
𝑖

corresponding to a

different answer of 𝑖 at 𝑢, and an unchanged domain for the

other agents.

For the implementation tree to be well defined, we shall assume

that agents have finite domains, i.e., |𝐷𝑖 | is a finite number.

Observe that, according to the definition above, for every profile

b there is only one leaf ℓ = ℓ (b) such that b belongs to 𝐷 (ℓ) . Simi-

larly, to each leaf ℓ there is at least a profile b that belongs to 𝐷 (ℓ) .
We then say that𝑀 (b) = (𝑋 (ℓ), 𝑝 (ℓ)).

Two profiles b, b′ are said to diverge at a node 𝑢 of T if this node

has two children 𝑣, 𝑣 ′ such that b ∈ 𝐷 (𝑣) , whereas b′ ∈ 𝐷 (𝑣′) . For
every such node 𝑢, we say that 𝑖 (𝑢) is the divergent agent at 𝑢.

We say that agent 𝑖 with real type 𝑡𝑖 adopts the truthtelling

strategy for𝑀 if for every vertex 𝑢 such that 𝑖 = 𝑖 (𝑢) and 𝑡𝑖 ∈ 𝐷 (𝑢)𝑖
,

agent 𝑖 plays according to 𝑡𝑖 at 𝑢. This truthtelling strategy of agent

𝑖 is obviously dominant if for every vertex 𝑢 such that 𝑖 = 𝑖 (𝑢),
for every b−𝑖 , b′−𝑖 (with b′−𝑖 not necessarily different from b−𝑖 ), and
for every 𝑏𝑖 ∈ 𝐷𝑖 , with 𝑏𝑖 ≠ 𝑡𝑖 , such that (𝑡𝑖 , b−𝑖 ) and (𝑏𝑖 , b′−𝑖 ) are
compatible with 𝑢, but diverge at 𝑢,

𝑢𝑖 (𝑡𝑖 , 𝑀 (𝑡𝑖 , b−𝑖 )) ≥ 𝑢𝑖 (𝑡𝑖 , 𝑀 (𝑏𝑖 , b′−𝑖 )).
An extensive-form mechanism𝑀 is obviously strategy-proof (OSP)
if the truthtelling strategy is obviously dominant for every agent 𝑖 .

In words, an obviously strategy-proof mechanism requires that, at

each time step agent 𝑖 is asked to take a decision that depends on

her type, the worst utility that she can get if she behaves according

to her true type is at least the best utility she can get by behaving

differently. For comparison, a mechanism 𝑀 is strategyproof is

truthtelling is a dominant strategy for each agent 𝑖 , that is, for all

b−𝑖 and 𝑏𝑖 , 𝑢𝑖 (𝑡𝑖 , 𝑀 (𝑡𝑖 , b−𝑖 )) ≥ 𝑢𝑖 (𝑡𝑖 , 𝑀 (𝑏𝑖 , b−𝑖 )) .
Three-way and Two-way Greedy Mechanisms. We here introduce

shapes of implementation trees of mechanisms for single-parameter

agents. These notions have been introduced in [14, 17] and shown

to either be sufficient for or characterise OSP mechanisms.

A three-way greedy [17] implementation allows the mechanism

to interact with each agent 𝑖 in one of the following ways:

• greedy, i.e., at each interaction the mechanism queries the agent

about the best type (e.g., lowest cost in the current domain)

that has not been still queried, and in case of positive answer, it

assigns an outcome to the agent guaranteeing that the outcomes

assigned to better types are not worse than the ones assigned

to worse types;

• reverse greedy, i.e., at each interaction it queries the agent about

the worst type (e.g., higher cost) that has not been still queried,

and in case of positive answer, it assigns an outcome to the

agent guaranteeing that the outcomes assigned to worse types

are not better than the ones assigned to better types;

• split & greedy, i.e., at the first interaction it splits the agent’s

domain in good types (above a threshold) and bad types (below

the threshold) with the guarantee that the outcome assigned

in the first case is not worse than the outcome assigned in the

second case; after that, the mechanism proceeds in a reverse

greedy way for the good types if the agent declared to have

these types, and in a greedy way among bad types otherwise.

Note that three-way greedy implementations allow mechanisms to

interact with different agents in a different way.

Theorem 2.1 ([17]). For every single-parameter setting, if a mech-
anism 𝑀 has a three-way greedy implementation, then there are
payments such that𝑀 is OSP.

A two-way greedy implementation [14] is essentially a three-

way greedy implementation that only allows greedy and reverse

greedy interactions. However, the following variant of two-way

greedy implementations turns out to have special properties for

binary allocation problems.

Definition 2.2 (Two-way greedy Implementation with Interleaving).
In a two-way greedy implementation with interleaving, the mech-

anism that interacts greedily with agent 𝑖 at node 𝑢 interleaves

only when in 𝐷
(𝑢)
𝑖

all types 𝑡 except the smallest one are such that

𝑓𝑖 (𝑡, b−𝑖 ) = 0 for all b−𝑖 ∈ 𝐷 (𝑢)−𝑖 , while for the smallest type 𝑡∗ there

are b−𝑖 , b′−𝑖 ∈ 𝐷
(𝑢)
−𝑖 such that 𝑓𝑖 (𝑡∗, b−𝑖 ) = 0 and 𝑓𝑖 (𝑡, b′−𝑖 ) = 1. In

this case, the mechanism asks all types in 𝐷
(𝑢)
𝑖
\ {𝑡∗} in a reverse

greedy way before making any other query to any agent.

Similarly, in a two-way greedy implementation with interleaving,

the mechanism that interacts reverse greedily with agent 𝑖 at node𝑢

interleaves only when in 𝐷
(𝑢)
𝑖

all types 𝑡 except the largest one are

such that 𝑓𝑖 (𝑡, b−𝑖 ) = 1 for all b−𝑖 ∈ 𝐷 (𝑢)−𝑖 , while for the largest type

𝑡∗ there are b−𝑖 , b′−𝑖 ∈ 𝐷
(𝑢)
−𝑖 such that 𝑓𝑖 (𝑡∗, b−𝑖 ) = 0 and 𝑓𝑖 (𝑡, b′−𝑖 ) =

1. In this case, themechanism asks all types in𝐷
(𝑢)
𝑖
\{𝑡∗} in a greedy

way before making any other query to any agent.

In words, a two-way greedy Implementation with interleaving

can go from a greedy to a reverse greedy phase (or viceversa) for

bidder 𝑖 only when the outcome for 𝑖 is essentially determined (i.e.,

the threshold separating winning bids from losing bids has been

determined at that particular history).

Theorem 2.3 ([14]). For every single-parameter setting with bi-
nary outcomes, if a mechanism 𝑀 has a two-way greedy implemen-
tation with interleaving, then there are payments such that 𝑀 is OSP.
Moreover, for every OSP mechanism 𝑀 = (𝑓 , 𝑝,T) there is a mech-
anism 𝑀 ′ = (𝑓 , 𝑝,T ′) that has a two-way greedy implementation
with interleaving.

Both Theorems 2.1 and 2.3 are essentially existential, since they

do not provide explicit payments which guarantee that the mecha-

nisms are OSP. The existence of the payments follows from [13],

where it has been proved that OSP can be characterized in terms of

absence of negative-weight cycles in a suitably defined weighted

graph over the possible strategy profiles. The payment for a partic-

ular player are defined therein as the shortest path in this graph.

However, these graphs have in general exponential size with re-

spect to the description of the instance, meaning that this approach

is infeasible from a computational point of view. Moreover, the

implicit definition of payments “hides” the simplicity of the deci-

sion making of agents facing an OSP mechanism. In this paper we
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instead show that payments in three-way greedy mechanisms and

in two-way mechanisms with interleaving have a very simple struc-

ture, that makes OSP mechanisms easier to implement in practice

and be understood more explicitly.

Individual Rationality and Payments. One important property we

want is the following.

Definition 2.4. A mechanism𝑀 is said to satisfy individual ratio-

nality (IR) if the utility of a truthtelling agent is not negative. That

is, for each agent 𝑖 with type 𝑡𝑖 , 𝑢𝑖 (𝑡𝑖 , 𝑀 (𝑡𝑖 , b−𝑖 )) ≥ 0 for each b−𝑖 .

An individually rational mechanismwill then pay a non-negative

(non-positive, resp.) amount agents whose costs are non-negative

(non-positive, resp.).

There are also properties we want from payments, that depend

on the sign of the agents’ cost functions. Let us start with an auction

setting wherein costs are negative, i.e., agents have valuations.

Definition 2.5. A mechanism 𝑀 is said to be budget balanced

(BB) if the sum of the payments is always non-positive. That is, for

each bid profile b,
∑
𝑖∈𝑁 𝑝𝑖 (b) ≤ 0.

Recall that payments are added to the utility function of an agent.

Therefore, the designer of a budget balanced mechanism does not

have to subsidize the market, a property which is desirable in the

context of mechanisms allocating items to bidders.

The second property is more appropriate to procurement auc-

tions, that is, agents pay a non-negative cost to implement the

solution computed by the mechanism.

Definition 2.6. A mechanism 𝑀 is said to be normalized if for

each bid profile b such that 𝑓𝑖 (b) = 0, 𝑝𝑖 (b) = 0.

As in the case of strategyproofness, payments can be shifted by a

constant without destroying the OSP incentive compatibility. (Tech-

nically speaking, for SP, shifts for player 𝑖 can depend on the bid

profile of the other agents, whereas for OSP the shift can depend on

the particular implementation tree adopted.) In particular, we can al-

ways add or subtract a constant high enough for our finite domains

and guarantee IR. However, this shift may destroy either BB for

valuations or normalization for costs. While it is known that there

are shifts that make a SP mechanism both IR and BB/normalized [2],

we will show that for certain OSP implementations we will need to

sacrifice either IR or BB/normalization. A similar dichotomy was

observed already in [18] for strategyproof combinatorial auctions

that use some form of verification of bidders’ behaviour [24].

3 THREE-WAY GREEDY MECHANISMS
In strategyproof mechanisms, the payments depend only on the

outcome received by agent 𝑖 (and thus only on the equivalence class

to which the resulting bid profile belongs) and b−𝑖 . We will next

show that this is not the case for OSP mechanism, since different

payments can be assigned to the same outcome if they are returned

at different levels of the implementation tree.

To this aim, let 𝑀 be a mechanism with a three-way greedy

implementation for a social function 𝑓 . In order to define pay-

ments for this mechanism to be OSP, let us first introduce some

useful concepts. Namely, we say that the outcomes correspond-

ing to bid profiles a and b are equivalent to agent 𝑖 , denoted as

a =𝑖 b, whenever 𝑓𝑖 (a) = 𝑓𝑖 (b), and that agent 𝑖 prefers 𝑋 to 𝑌 , de-

noted as 𝑋 ≻𝑖 𝑌 , whenever 𝑓𝑖 (a) > 𝑓𝑖 (b). Hence, we can partition

profile types in equivalence classes 𝑋 0

𝑖
, . . . , 𝑋𝑚

𝑖
, for some𝑚 ≥ 0

such that 𝑋 0

𝑖
= {b : 𝑓𝑖 (b) = mina 𝑓𝑖 (a)}, i.e., it contains all bid pro-

files returning the minimum outcome to 𝑖 , and 𝑋
𝑗
𝑖
= {b : 𝑓𝑖 (b) =

mina∉𝑋 0

𝑖
,...,𝑋

𝑗−1

𝑖

𝑓𝑖 (a)}, i.e. it contains all bid profiles returning to 𝑖

the smallest outcome larger than the one returned by profiles in

previous equivalence classes. We also define 𝑋
< 𝑗
𝑖

=
⋃𝑗−1

ℓ=0
𝑋 ℓ
𝑖
and

𝑋
> 𝑗
𝑖

=
⋃𝑚

ℓ=𝑗+1 𝑋
ℓ
𝑖
. Moreover for 𝑗 = 1, . . . ,𝑚, we also let 𝑓

𝑗
𝑖
= 𝑓𝑖 (b)

for some b ∈ 𝑋 𝑗
𝑖
. Finally, given a profile b′ we will say that it is re-

lated to b if b and b′ are either not separated until agent 𝑖 is queried
about type 𝑏𝑖 , or they have been separated by 𝑖 .

Now, for 𝑗 = 0, . . . ,𝑚, and every b let 𝜃b ( 𝑗) = max b′∈𝑋 𝑗

𝑖

b′ related to b

𝑏 ′
𝑖
.

That is, 𝜃b ( 𝑗) is the largest bid which may cause the assignment of

outcome 𝑓
𝑗
𝑖
to agent 𝑖 on the path from the root of T until agent 𝑖

is queried about 𝑏𝑖 .

We will start by defining the payment for an agent 𝑖 that interacts

with this mechanism in a reverse greedy fashion (i.e., the agent is

queried for the worst type not yet queried, and upon a positive an-

swer she receives an outcome not larger than the outcome received

by declaring a better type). We have the following proposition.

Proposition 3.1. Let𝑀 be a mechanism with a three-way greedy
implementation and let 𝑖 be an agent interacting with𝑀 in a reverse
greedy way. Then truthfulness is an obvious dominant strategy for 𝑖
if for every b ∈ 𝑋𝑘

𝑖

𝑝𝑖 (b) = 𝜃b (𝑘) 𝑓 𝑘𝑖 +
𝑘−1∑︁
𝑗=0

(𝜃b ( 𝑗) − 𝜃b ( 𝑗 + 1)) 𝑓 𝑗
𝑖
.

Proof. Let 𝑡 be the type of 𝑖 , and let 𝑞 be the type which 𝑖

is queried about. Let 𝑓 𝑜
𝑖
and 𝑝𝑜

𝑖
be respectively the outcome and

the payment that would be assigned by the mechanism to 𝑖 if she

positively answers to the query.

We now distinguish multiple cases. If 𝑞 > 𝑡 , then the truthful

action would be to negatively answer to the query. Suppose that the

worst possible utility received by taking this truthful action occurs

when agent 𝑖 receives outcome 𝑓 𝑘
𝑖
with𝑘 ≥ 𝑜 , and payment 𝑝𝑘

𝑖
. Note

that 𝜃 (𝑡,b−𝑖 ) (𝑘) and 𝜃 (𝑞,b′−𝑖 ) (𝑘) = 𝜃 (𝑘) for every 𝑘 , and every b−𝑖
and b′−𝑖 compatible with the currently considered query, since the

profiles (𝑡, b−𝑖 ) and (𝑞, b′−𝑖 ) are related because separated by 𝑖 . Thus
the difference between the utility received in answering truthfully

and in answering untruthfully would be Δ𝑢 = 𝑝𝑘
𝑖
− 𝑡 𝑓 𝑘

𝑖
− 𝑝𝑜

𝑖
+ 𝑡 𝑓 𝑜

𝑖
.

Clearly, if 𝑓 𝑜
𝑖

= 𝑓 𝑘
𝑖
, then also 𝑝𝑘

𝑖
= 𝑝𝑜

𝑖
, and hence Δ𝑢 = 0. Suppose

instead that 𝑜 < 𝑘 , and thus 𝑓 𝑜
𝑖

< 𝑓 𝑘
𝑖
. Then

Δ𝑢 = 𝜃 (𝑘) 𝑓 𝑘𝑖 +
𝑘−1∑︁
𝑗=0

(𝜃 ( 𝑗) − 𝜃 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
− 𝑡 𝑓 𝑘𝑖

− 𝜃 (𝑜) 𝑓 𝑜𝑖 −
𝑜−1∑︁
𝑗=0

(𝜃 ( 𝑗) − 𝜃 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
+ 𝑡 𝑓 𝑜𝑖

= 𝑓 𝑘𝑖 (𝜃 (𝑘) − 𝑡) − 𝑓 𝑜𝑖 (𝜃 (𝑜) − 𝑡) +
𝑘−1∑︁
𝑗=𝑜

(𝜃 ( 𝑗) − 𝜃 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
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≥ 𝑓 𝑘𝑖 (𝜃 (𝑘) − 𝑡) − 𝑓 𝑜𝑖

(𝜃 (𝑜) − 𝑡) +
𝑘−1∑︁
𝑗=𝑜

(𝜃 ( 𝑗 + 1) − 𝜃 ( 𝑗))


= (𝑓 𝑘𝑖 − 𝑓 𝑜𝑖 ) (𝜃 (𝑘) − 𝑡) ≥ 0.

The case for 𝑞 = 𝑡 is symmetric. This concludes the proof since,

by observations above, it never occurs that 𝑞 < 𝑡 . □

It is immediate to check that payments defined in Proposition 3.1

are essentially the same as strategyproof payments as defined in

[2]. Hence, we achieve that payments for agents interacting in a

reverse greedy way can be chosen in a way so that these agents are

truthful and individual rational. Moreover, if all agents would be

queried in this way the mechanism is clearly budget-balanced.

Let us now consider an agent 𝑖 that interacts with the mechanism

in a greedy fashion (i.e., the agent is queried for the best type not yet

queried, and upon a positive answer she receives an outcome that

is not smaller than the outcome received by declaring a worse type).

To this aimwe let𝑞( 𝑗), for 𝑗 = 1, . . . ,𝑚, be the type corresponding to

the first query in the tree that, if positively answered, will assign to

agent 𝑖 the outcome 𝑓
𝑗
𝑖
, that is the smallest type on which a query is

issued with promised outcome 𝑓
𝑗
𝑖
. Moreover, we let 𝜏 (0) = maxb 𝑏𝑖 ,

and, for 𝑗 = 1, . . . ,𝑚, 𝜏 ( 𝑗) = min b∈𝑋< 𝑗

𝑖

𝑏𝑖>𝑞 ( 𝑗)
𝑏𝑖 . That is, 𝜏 ( 𝑗) is the

smallest bid which may cause the assignment of an outcome worse

than 𝑓
𝑗
𝑖
to agent 𝑖 after the query 𝑞( 𝑗). Observe that for each𝑏𝑖 such

that there is b−𝑖 such that (𝑏𝑖 , b−1) ∈ 𝑋𝑘
𝑖
we have that 𝜏 (𝑘) ≤ 𝑏𝑖 .

We next show that payments in this case have a very similar

structure as the one described in Proposition 3.1, but they fail to

match SP payments.

Proposition 3.2. Let𝑀 be a mechanism with a three-way greedy
implementation tree and let 𝑖 be an agent interacting with 𝑀 in
a greedy way. Let 𝑋 0

𝑖
, . . . , 𝑋𝑚

𝑖
be the partition of type profiles in

equivalence class for 𝑖 as defined above. Then truthfulness is an obvious
dominant strategy for 𝑖 if for every b ∈ 𝑋𝑘

𝑖

𝑝𝑖 (b) =


min

0,min 𝑏′𝑖 ≤𝑏𝑖
∃b′−𝑖 : b′∈𝑋>0

𝑖

(
𝑝𝑖 (b′) − 𝑏 ′𝑖 𝑓𝑖 (b

′)
) if 𝑘 = 0;

𝜏 (𝑘) 𝑓 𝑘
𝑖
+∑𝑘−1

𝑗=0
(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗

𝑖
o.w..

Proof. Let 𝑡 be the type of 𝑖 , and let 𝑞 be the type which 𝑖

is queried about. Let 𝑓 𝑜
𝑖
and 𝑝𝑜

𝑖
be respectively the outcome and

the payment that would be assigned by the mechanism to 𝑖 if she

positively answers to the query. We now distinguish multiple cases.

If 𝑞 < 𝑡 , then the truthful action would be to negatively answer to

the query. Suppose that the worst possible utility received by taking

this truthful action occurs when agent 𝑖 receives outcome 𝑓 𝑘
𝑖

with

𝑘 ≤ 𝑜 , and payment 𝑝𝑘
𝑖
. Thus the difference between the utility

received in answering truthfully and in answering untruthfully

would be Δ𝑢 = 𝑝𝑘
𝑖
− 𝑡 𝑓 𝑘

𝑖
− 𝑝𝑜

𝑖
+ 𝑡 𝑓 𝑜

𝑖
. We further distinguish two

subcases. Consider first that 𝑓 𝑘
𝑖

> 𝑓 0

𝑖
. Clearly, if 𝑓 𝑜

𝑖
= 𝑓 𝑘

𝑖
, then also

𝑝𝑘
𝑖
= 𝑝𝑜

𝑖
, and hence Δ𝑢 = 0. Suppose instead that 𝑘 < 𝑜 , and thus

𝑓 𝑜
𝑖

> 𝑓 𝑘
𝑖
. Then,

Δ𝑢 = 𝜏 (𝑘) 𝑓 𝑘𝑖 +
𝑘−1∑︁
𝑗=0

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
− 𝑡 𝑓 𝑘𝑖

− 𝜏 (𝑜) 𝑓 𝑜𝑖 −
𝑜−1∑︁
𝑗=0

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
+ 𝑡 𝑓 𝑜𝑖

= 𝑓 𝑘𝑖 (𝜏 (𝑘) − 𝑡) − 𝑓 𝑜𝑖 (𝜏 (𝑜) − 𝑡) −
𝑜−1∑︁
𝑗=𝑘

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖

≥ 𝑓 𝑘𝑖 (𝜏 (𝑘) − 𝑡) − 𝑓 𝑜𝑖

(𝜏 (𝑜) − 𝑡) +
𝑜−1∑︁
𝑗=𝑘

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1))


= (𝑓 𝑘𝑖 − 𝑓 𝑜𝑖 ) (𝜏 (𝑘) − 𝑡) ≥ 0.

Suppose now that 𝑓 𝑘
𝑖

= 𝑓 0

𝑖
. If also 𝑓 𝑜

𝑖
= 𝑓 0

𝑖
, then 𝑖 cannot receive

outcome larger than 𝑓 0

𝑖
both answering negatively and positively

to the query. Hence, any 𝑏 ′
𝑖
≤ 𝑡 for which there is b′−𝑖 such that

b′ ∈ 𝑋>0

𝑖
is also smaller than 𝑞, and hence 𝑝𝑘

𝑖
= 𝑝𝑜

𝑖
, from which it

follows that Δ𝑢 = 0.

Suppose instead that 𝑓 𝑜
𝑖

> 0. Then 𝑞 is smaller than 𝑡 and there is

b′−𝑖 such that (𝑞, b′−𝑖 ) ∈ 𝑋
>0

𝑖
, and thus 𝑝𝑘

𝑖
must be at most 𝑝𝑜

𝑖
− 𝑡 𝑓 𝑜

𝑖
,

from which it is immediate that Δ𝑢 ≥ 0.

If 𝑞 = 𝑡 , then the truthful action would be to positively answer

to the query. Suppose that the best possible utility achieved if agent

𝑖 instead answers negatively occurs when this agent is receives

outcome 𝑓 𝑘
𝑖
with 𝑘 ≤ 𝑜 , and payment 𝑝𝑘

𝑖
. Thus the difference be-

tween the utility received in answering truthfully and in answering

untruthfully would be Δ𝑢 = 𝑝𝑜
𝑖
− 𝑡 𝑓 𝑜

𝑖
− 𝑝𝑘

𝑖
+ 𝑡 𝑓 𝑘

𝑖
. We further distin-

guish two subcases. Consider first that 𝑓 𝑘
𝑖

> 𝑓 0

𝑖
. Clearly, if 𝑓 𝑜

𝑖
= 𝑓 𝑘

𝑖
,

then also 𝑝𝑘
𝑖
= 𝑝𝑜

𝑖
, and hence Δ𝑢 = 0. Suppose instead that 𝑘 < 𝑜 ,

and thus 𝑓 𝑜
𝑖

> 𝑓 𝑘
𝑖
. Then,

Δ𝑢 = 𝜏 (𝑜) 𝑓 𝑜𝑖 +
𝑜−1∑︁
𝑗=0

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
− 𝑡 𝑓 𝑜𝑖

− 𝜏 (𝑘) 𝑓 𝑘𝑖 −
𝑘−1∑︁
𝑗=0

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
+ 𝑡 𝑓 𝑘𝑖

= −𝑓 𝑘𝑖 (𝜏 (𝑘) − 𝑡) + 𝑓
𝑜
𝑖 (𝜏 (𝑜) − 𝑡) +

𝑜−1∑︁
𝑗=𝑘

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖

≥ −𝑓 𝑘𝑖 (𝜏 (𝑘) − 𝑡) + 𝑓
𝑜
𝑖

(𝜏 (𝑜) − 𝑡) +
𝑜−1∑︁
𝑗=𝑘

(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1))


= (𝑓 𝑜𝑖 − 𝑓 𝑘𝑖 ) (𝜏 (𝑘) − 𝑡) ≥ 0,

where the last inequality follows since 𝜏 (𝑘) ≥ 𝑡 . Indeed, 𝑞(𝑘) > 𝑡 ,

otherwise (i.e., if 𝑡 > 𝑞(𝑘)) it was not possible to assign outcome

𝑓 𝑜
𝑖

> 𝑓 𝑘
𝑖
at agent 𝑖 when queried for 𝑡 , and thus , since 𝜏 (𝑘) > 𝑞(𝑘),

the desired result follows.

Suppose now that 𝑓 𝑘
𝑖

= 𝑓 0

𝑖
. If also 𝑓 𝑜

𝑖
= 𝑓 0

𝑖
, then 𝑖 cannot receive

outcome larger than 𝑓 0

𝑖
both answering negatively and positively

to the query. Hence, any 𝑏 ′
𝑖
≤ 𝑡 for which there is b′−𝑖 such that

b′ ∈ 𝑋>0

𝑖
is also smaller than any 𝑏𝑖 still available at 𝑖 , and hence

𝑝𝑘
𝑖
= 𝑝𝑜

𝑖
, from which it follows that Δ𝑢 = 0.

Suppose instead that 𝑓 𝑜
𝑖

> 0. Then 𝑡 is smaller than any available

bid 𝑏𝑖 and there is b′−𝑖 such that (𝑡, b′−𝑖 ) ∈ 𝑋
>0

𝑖
, and thus 𝑝𝑘

𝑖
must

be at most 𝑝𝑜
𝑖
− 𝑡 𝑓 𝑜

𝑖
, from which it is immediate that Δ𝑢 ≥ 0.

This concludes the proof since it never occurs that 𝑞 > 𝑡 . □
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Note that there are two main differences between payments as

defined in Proposition 3.2 and payments provided in Proposition 3.1:

first, we changed the threshold for outcome 𝑓
𝑗
𝑖
from the SP thresh-

old 𝜃 (𝑘) to a smaller threshold 𝜏 ( 𝑗); second, the payment associated

with the lowest outcome depends not only on the outcome, but

also on when this outcome is achieved. These differences cause the

payments for agents greedily interacting with the mechanism to be

different from SP payments. Specifically, in Section 5, we will pro-

vide examples in which the mechanism cannot be both individual

rational and budget balanced.

We finally conclude this section by describing payments for

agents interacting in split & greedy way. Recall that this consists in

first asking to separate the domain in good and bad types (assuring

outcomes for good types to be not worse than outcomes for bad

types), and then proceeding greedily over bad types and reverse

greedily over good types. Hence, it is not surprising that payments

also are a composition of above described payments.

Proposition 3.3. Let𝑀 be a mechanism with a three-way greedy
implementation tree and let 𝑖 be an agent interacting with 𝑀 in a
split & greedy way. Let 𝑋 0

𝑖
, . . . , 𝑋𝑚

𝑖
be the partition of type profiles

in equivalence class for 𝑖 as defined above. Let 𝑡∗ be the threshold
that the mechanism uses to distinguish among good and bad types,
and 𝑓 𝑜

𝑖
and 𝑓 𝑥

𝑖
be respectively the worst outcome achievable when

the agent’s declared type is good and the best outcome achievable
when the agent’s declared type is bad (note that 𝑓 𝑥

𝑖
is not necessarily

different from 𝑓 𝑜
𝑖
). Moreover, let 𝜃 ( 𝑗) and 𝜏 ( 𝑗) as defined above. Then

truthfulness is an obvious dominant strategy for 𝑖 if for every b ∈ 𝑋𝑘
𝑖

with 𝑏𝑖 > 𝑡∗ (bad types)

𝑝𝑖 (b) =


min

0,min 𝑡<𝑏′𝑖 ≤𝑏𝑖
∃b′−𝑖 : b′∈𝑋>0

𝑖

(
𝑝𝑖 (b′) − 𝑏 ′𝑖 𝑓𝑖 (b

′)
) if 𝑘 = 0;

𝜏 (𝑘) 𝑓 𝑘
𝑖
+∑𝑘−1

𝑗=0
(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗

𝑖
o.w.;

and for every b ∈ 𝑋𝑘
𝑖
with 𝑏𝑖 ≤ 𝑡∗ (good types)

𝜋𝑖 (b) = 𝑝∗𝑖 + 𝜃b (𝑘) 𝑓
𝑘
𝑖 +

𝑘−1∑︁
𝑗=𝑜

(𝜃b ( 𝑗) − 𝜃b ( 𝑗 + 1)) 𝑓 𝑗
𝑖
,

where 𝑝∗
𝑖
is such that minb{𝜋𝑖 (b)} −maxb{𝑝𝑖 (b)} = 𝑡∗ (𝑓 𝑜

𝑖
− 𝑓 𝑥

𝑖
).

Proof. First observe that for any query except for the first one,

payments are exactly the same as described above with outcomes

restricted to be in {𝑓 0

𝑖
, . . . , 𝑓 𝑥

𝑖
} for bad types, and in {𝑓 𝑜

𝑖
, . . . , 𝑓𝑚

𝑖
}

for good types. Hence, for each of these queries it is convenient to

be truthful.

Consider then the first query (i.e., the split query). Let us start

by considering agent 𝑖 with type 𝑡 ≤ 𝑡∗ (good). We first prove

that the best outcome that this agent can achieve if she declares

to have a bad type would be 𝑓 𝑥
𝑖
, that is the best possible outcome

for bad types. Indeed, the utility achieved when the outcome is

𝑓 𝑘
𝑖
, for 0 < 𝑘 < 𝑥 , is (𝜏 (𝑘) − 𝑡) 𝑓 𝑘

𝑖
+ ∑𝑘−1

𝑗=0
(𝜏 ( 𝑗) − 𝜏 ( 𝑗 + 1)) 𝑓 𝑗

𝑖
,

whereas the utility achieved when the outcome is 𝑓 𝑥
𝑖

is (𝜏 (𝑥) −
𝑡) 𝑓 𝑥

𝑖
+∑𝑘−1

𝑗=0
(𝜏 ( 𝑗) −𝜏 ( 𝑗 + 1)) 𝑓 𝑗

𝑖
+∑𝑥−1

𝑗=𝑘
(𝜏 ( 𝑗) −𝜏 ( 𝑗 + 1)) 𝑓 𝑗

𝑖
. Observe

that 𝑡 𝑓 𝑥
𝑖

= 𝑡 𝑓 𝑘
𝑖
+ 𝑡 · ∑𝑥−1

𝑗=𝑘
(𝑓 𝑗+1
𝑖
− 𝑓

𝑗
𝑖
) and 𝜏 (𝑥) 𝑓 𝑥

𝑖
+ ∑𝑥−1

𝑗=𝑘
(𝜏 ( 𝑗) −

𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
= 𝜏 (𝑘) 𝑓 𝑘

𝑖
+∑𝑥−1

𝑗=𝑘
𝜏 ( 𝑗 + 1) (𝑓 𝑗+1

𝑖
− 𝑓

𝑗
𝑖
). Hence, we have

that the utility achieved when the outcome is 𝑓 𝑥
𝑖

is

(𝜏 (𝑘) − 𝑡) 𝑓 𝑘𝑖 +
𝑘−1∑︁
𝑗=0

(𝜏 ( 𝑗) −𝜏 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
+
𝑥−1∑︁
𝑗=𝑘

(𝜏 ( 𝑗 + 1) − 𝑡) (𝑓 𝑗+1
𝑖
− 𝑓 𝑗

𝑖
),

that is clearly larger than the one for outcome 𝑓 𝑘
𝑖
, for 0 < 𝑘 < 𝑥 ,

and it is larger than 0, and thus larger than the utility that would

be achieved for outcome 𝑓 0

𝑖
.

Now observe that, by OSPness of reverse greedy algorithms,

the worst truthful utility for 𝑖 if she plays truthfully is at least

as good as the best utility she would achieve if she behaves as if

her type was good but untruthful, that in turns is at least as good

as receiving the smallest possible payment assigned during the

reverse greedy phase and receiving the corresponding outcome.

Let𝑈 = minb{𝜋𝑖 (b)} − 𝑡 𝑓 𝑜𝑖 be this latter value. The utility that is

received by 𝑖 when she received outcome 𝑓 𝑥
𝑖

and the corresponding

payment is instead maxb{𝑝𝑖 (b)} − 𝑡 𝑓 𝑥𝑖 = minb{𝜋𝑖 (b)} − 𝑡∗ (𝑓 𝑜𝑖 −
𝑓 𝑥
𝑖
) − 𝑡 𝑓 𝑥

𝑖
= 𝑈 + (𝑡 − 𝑡∗) (𝑓 𝑜

𝑖
− 𝑓 𝑥

𝑖
) ≤ 𝑈 . Since, as showed above, this

outcome is the one that maximizes the utility of 𝑖 if she untruthfully

answers to the split query, we have that 𝑖 has no incentive to give

this untruthful answer.

Suppose now that agent 𝑖 has type 𝑡 > 𝑡∗ (bad). We first prove

that the best outcome that this agent can achieve if she declares to

have a good type would be 𝑓 𝑜
𝑖
, that is the worst possible outcome

for these types. Indeed, let
ˇ𝜃 (𝑘) = minb∈𝑋𝑘

𝑖
𝜃b (𝑘), for every 𝑘 ≥ 𝑜 .

Then, the utility achieved when the outcome is 𝑓 𝑜
𝑖
is 𝑝∗

𝑖
− (𝑡 −𝑡∗) 𝑓 𝑜

𝑖
,

whereas the utility achieved when the outcome is 𝑓 𝑘
𝑖
, for 𝑘 > 𝑜 is

𝑝∗
𝑖
− (𝑡 − ˇ𝜃 (𝑘)) 𝑓 𝑘

𝑖
+∑𝑘−1

𝑗=𝑜 ( ˇ𝜃 ( 𝑗) − ˇ𝜃 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
. Observe that 𝑡 𝑓 𝑘

𝑖
=

𝑡 𝑓 𝑜
𝑖
+ 𝑡 ·∑𝑘−1

𝑗=𝑜 (𝑓
𝑗+1
𝑖
− 𝑓 𝑗

𝑖
) and ˇ𝜃 (𝑘) 𝑓 𝑘

𝑖
+∑𝑘−1

𝑗=𝑜 ( ˇ𝜃 ( 𝑗) − ˇ𝜃 ( 𝑗 + 1)) 𝑓 𝑗
𝑖
=

ˇ𝜃 (𝑜) 𝑓 𝑜
𝑖

∑𝑘−1

𝑗=𝑜
ˇ𝜃 ( 𝑗 + 1) (𝑓 𝑗+1

𝑖
− 𝑓

𝑗
𝑖
). Hence, we have that the utility

achieved when the outcome is 𝑓 𝑘
𝑖
is, as desired,

𝑝∗𝑖 − (𝑡 − ˇ𝜃 (𝑜)) 𝑓 𝑜𝑖 −
𝑘−1∑︁
𝑗=𝑜

(𝑡 − ˇ𝜃 ( 𝑗 + 1)) (𝑓 𝑗+1
𝑖
− 𝑓 𝑗

𝑖
) ≤ 𝑝∗𝑖 − (𝑡 − 𝑡∗) 𝑓

𝑜
𝑖 .

Now observe that, by OSPness of greedy algorithms, the worst

truthful utility for 𝑖 if she plays truthfully is at least as good as

the best utility she would achieve if she behaves as if her type was

bad but untruthful, that in turns is at least as good as receiving

the largest possible payment assigned during the greedy phase and

receiving the corresponding outcome. Let𝑈 = maxb{𝑝𝑖 (b)} − 𝑡 𝑓 𝑥𝑖
be this latter value. The utility that is received by 𝑖 if she receives

the lowest outcome for good types and the corresponding payment

is instead minb{𝜋𝑖 (b)} − 𝑡 𝑓 𝑜𝑖 = maxb{𝑝𝑖 (b)} + 𝑡∗ (𝑓 𝑜𝑖 − 𝑓
𝑘
𝑖
) − 𝑡 𝑓 𝑜

𝑖
=

𝑈 +(𝑡∗−𝑡) (𝑓 𝑜
𝑖
−𝑓 𝑘

𝑖
) ≤ 𝑈 . Since, as showed above, this is the outcome

that maximizes the utility of 𝑖 if she untruthfully answers the split

query, then 𝑖 has no incentive to give this untruthful answer. □

4 BINARY OUTCOMES OSP MECHANISMS
Let us consider here setting with binary outcomes. In this case it

is possible to largely simplify the payment rules described above.

Specifically, for reverse greedy, we have the following rule:

pay 0 to losers and 𝜃 (b) in every profile b in which 𝑖 wins. (1)

As for greedy, it is useful to give some preliminary definitions.

Given two winning types 𝑢 and 𝑢 ′ asked to 𝑖 , we say that there is a
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winning phase between𝑢 and𝑢 ′ if for all queries (to agent 𝑖 or other
agents) 𝑢1, . . . , 𝑢ℓ between the queries for 𝑢 and 𝑢 ′, 𝑖 receives the
winning outcome in every leaf of the subtrees rooted in the child of

𝑢 𝑗
different from 𝑢 𝑗+1

for every 𝑗 = 1, . . . , ℓ with 𝑢ℓ+1 = 𝑢 ′. Then,
let 𝑢0 be the first winning type asked to 𝑖 . If there is a winning

phase starting in 𝑢0, then let 𝑢 ′
0
be the other extreme of this phase,

otherwise let𝑢 ′
0
= 𝑢0. Similarly, for 𝑗 > 0, let𝑢 𝑗 be the first winning

type asked to 𝑖 after𝑢 ′
𝑗−1

, and if there is a winning phase starting in

𝑢 𝑗 , let 𝑢
′
𝑗
be the other extreme of this phase, otherwise let 𝑢 ′

𝑗
= 𝑢 𝑗 .

We then let 𝑃1 be the sequence of queries from the root of T to

the node representing the 𝑢1 query, and 𝑃 𝑗 be the the sequence of

queries from 𝑢 ′
𝑗−1

to 𝑢 𝑗 . Hence we can partition profiles b with a

losing outcomes for 𝑖 as follows: we say that a losing profile b is in

𝐿𝑗 if b corresponds to a leaf of the subtree rooted in a node 𝑢 ∉ 𝑃 𝑗
which is the child of some 𝑢 ∈ 𝑃 𝑗 . See Figure 1 for an illustration

of these concepts.

𝑗

𝑖

0/1𝑗 1

𝑖

11𝑗

0/1

𝑖

1𝑖

1𝑗

0/1 0/1

𝑃1

𝑃2

𝐿1

𝐿2

𝑢0

𝑢 ′
0

𝑢1

𝑢 ′
1

Figure 1: An example of implementation tree. Here the la-
bel of a node defines the agent that is queried at that time
step; the label on edges are the type that agent 𝑖 are queried
about; triangles are used for representing arbitrary subtrees
inwhich no query has been done to 𝑖; label 1 means that agent
𝑖 will surely receive outcome 1 in the corresponding subtree,
and label 0/1 means that she can receive both outcome 0 or 1.

The payment received by agent 𝑖 that is queried in a greedy way,

is then as follows:
𝜏 (1), if she wins,

0, if she loses in a profile b ∈ 𝐿1,

𝜏 (1) − 𝑢 ′
𝑗
, if she loses in a profile b ∈ 𝐿𝑗 .

(2)

We next show that these payments not only work for mecha-

nisms with three-way (and thus also two-way) greedy implementa-

tion, but also for two-way greedy implementation with interleaving.

Proposition 4.1. Let𝑀 be a mechanism for binary outcomes with
a two-way greedy with interleaving implementation tree and let 𝑖 be
an agent interacting with𝑀 . Then with payments as in Proposition 3.1
and Proposition 3.2, truthfulness is obvious dominant for 𝑖 .

Proof. Consider first the case that 𝑖 is queried in a reverse

greedy way. If interleaving does not occur (i.e. either interleaving

is not prescribed or the true type 𝑡 of 𝑖 is larger than the threshold

at which interleaving would occur), then the claim follows from

Proposition 3.1. Otherwise, let 𝑥 be the maximum available type of

𝑖 when interleaving occurs. Note that for every type 𝑞 ≤ 𝑥 agent 𝑖

may achieve winning outcome and for every 𝑞 < 𝑥 agent 𝑖 cannot

receive a winning outcome. Hence, for every b that is available

when interleaving occurs we have that 𝜃 (b) = 𝑥 . Note also that the

agent is only queried about types 𝑞 < 𝑥 , since as soon as all these

queried has been done, then the type of 𝑖 is revealed to be 𝑥 . Thus,

agent 𝑖 of type 𝑡 when queried about type 𝑞 < 𝑥 after interleaving

receives utility 𝑥 − 𝑡 if she answers positively. Moreover, a negative

answer will guarantee utility 𝑥 − 𝑡 if 𝑡 < 𝑥 , and utility 0 otherwise.

Thus, agent 𝑖 is indifferent from answering positively or negatively

to queries: indeed, for 𝑡 < 𝑥 both the worst truthful and the best

untruthful outcome are winning outcomes, and thus they guarantee

the same utility 𝑥 − 𝑡 ; for 𝑡 = 𝑥 instead the worst truthful outcome

may be losing, but still the utility for losing is in this case the same

as the utility for winning.

Consider now the case that 𝑖 is queried in a greedy way. If in-

terleaving does not occur (i.e. either interleaving is not prescribed

or the true type 𝑡 of 𝑖 is smaller than the threshold at which inter-

leaving would occur), then the claim follows from Proposition 3.1.

Otherwise, let 𝑥 be the minimum available type of 𝑖 when inter-

leaving occurs. First observe that, according to the definition of

payments given in Proposition 3.1, the payment for losing outcomes

in the last subset 𝐿𝑖 of losing outcomes must be 𝜏 (1) − 𝑥 , since 𝑥
is among the values for which the minimum can be computed,

and this minimum is clearly achieved by 𝑥 since for every 𝑞 > 𝑥 ,

the term to minimize would be 𝜏 (1) − 𝑞 > 𝜏 (1) − 𝑥 . Finally, note
that, since after interleaving there is no query assigning winning

outcome, any profile b for which 𝑖 receives a losing outcome after

interleaving belongs to 𝐿𝑖 , and thus it receives payment 𝜏 (1) − 𝑥 .
Note that for every type 𝑞 ≥ 𝑥 agent 𝑖 may achieve a losing

outcome. Hence, 𝜏 (1) ≤ 𝑥 . Thus, agent 𝑖 of type 𝑡 when queried

about type 𝑞 > 𝑥 after interleaving receives utility 𝜏 (1) − 𝑥 if she

answers positively. However, a negative answer will guarantee the

same utility: this is immediately follows from previous observations

whenever the outcome is achieved in a profile b with 𝑏𝑖 > 𝑥 , that

must necessarily be a profile corresponding to a losing outcome;

if 𝑏𝑖 = 𝑥 , then it is possible both to have a profile corresponding

to a losing outcome, still guaranteeing utility 𝜏 (1) − 𝑥 , and one

corresponding to a winning outcome, that still provides the same

utility. Thus, whatever the value of 𝑡 is, truthful and untruthful

actions will guarantee the same utility. □

Then, from Theorem 2.3, we achieve the following corollary.

Corollary 4.2. A mechanism𝑀 = (𝑓 , 𝑝,T) is OSP if and only if
payments are as defined in (1) and (2), and the implementation tree
T is (or can be transformed to) two-way greedy with interleaving.

We next provide a very simple example that highlights the pe-

culiarities of the greedy case. Consider a single-item auction with

two bidders and valuations for the item in the set {𝐻,𝑀, 𝐿, 𝐵} with
𝐻 > 𝑀 > 𝐿 > 𝐵. Here, a greedy mechanism𝑀 will first ask bidder

1 if her valuation is 𝐻 , and, in case of positive answer, assign the
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item to her. Then 𝑀 asks bidder 2 whether her valuation is 𝐻 , and,

in case of positive answer, assign the item to bidder 2. 𝑀 proceeds

similarly for valuations𝑀 , 𝐿 and 𝐵 in the domain. (Note that with

only two possible valuations these last two queries are unneeded,

since we already know that the valuation is 𝐵 for both bidders and

we can sell the item to either. However, we here make those queries

explicit for sake of clarity and completeness.) Looking at Figure 1,

we have that the 𝑢 nodes are equal to the 𝑢 ′ nodes for both bidders;

at𝑢0 they separate𝐻 from {𝑀, 𝐿, 𝐵}; at𝑢1, they split𝑀 from {𝐵, 𝐿}
whilst at 𝑢2 they separate 𝐵 from 𝐿.

From our definition, either bidder will be charged𝑀 when she

wins the item. Bidder 1 will be charged 0 when she loses. Bidder

2 instead will be charged 0 when she loses and the winner sig-

nalled type 𝐻 ,𝑀 or 𝐿, and𝑀 − 𝐿 otherwise. The intuition for these

payments is the following; let us focus on bidder 2 w.l.o.g.. The

payment 𝑝 for winning in profiles (·, 𝐻 ) must be at least 𝑀 . Let

us focus on the first divergence of bidder 2 at 𝑢0 and assume that

her true valuation is𝑀 . When she is honest (and takes the𝑀, 𝐿, 𝐵

branch) her worst utility is at most 0 (this is when she loses to

bidder 1 with valuation𝑀) whereas her best utility for lying (i.e.,

taking the 𝐻 branch) would be𝑀 − 𝑝 . Then for the mechanism to

be OSP, we need that𝑀 − 𝑝 is at most 0. The payment of bidder 2

for winning cannot be lower than𝑀 also for other profiles. Assume

not and consider she has valuation 𝐻 ; she would lie at 𝑢0 since her

best lie would guarantee better utility than being honest. Finally,

we cannot charge bidder 2 nothing for the profile (𝐵, 𝐵) where she
loses due to the following argument: assume she has valuation 𝐿,

and thus her utility is 𝐿 −𝑀 < 0 when she wins in (𝐿, 𝐵). If we did
not charge her for (𝐵, 𝐵) then at 𝑢2, bidder 2 would be better off

lying and take the 𝐵 branch.

5 SINGLE-MINDED AUCTIONS
In this section we apply the results of the previous section to the

well-known setting of combinatorial auctions with single-minded

bidders. Here, we are given a set𝑈 of𝑚 items and a set𝑁 of𝑛 agents.

Each agent 𝑖 has a private valuation function 𝑣𝑖 and is interested

in obtaining only one particular subset of𝑈 ; we denote 𝑖’s desired

bundle of item by 𝑅𝑖 . We assume that 𝑅𝑖 is public knowledge.

The objective is social welfare maximization, that is, finding

a partition (𝑆1, . . . , 𝑆𝑛) of 𝑈 such that

∑𝑛
𝑖=1

𝑣𝑖 (𝑆𝑖 ) is maximized.

This is a problem, which is NP-hard to approximate better than√
𝑚, bound that can be guaranteed via a greedy algorithm, due to

[19]. The algorithm simply sorts bidders by efficiency (defined as

valuation for the desired bundle over the square root of the bundle

size) and grants sets to bidders in this order as long as feasibility

is guaranteed. [9] shown that there is an OSP implementation for

this (Algorithm 1).

Recall that the payments we defined above for greedy and binary

outcomes would charge bidders even if they end up losing their

wanted set 𝑅𝑖 . Moreover, the payments above could even charge a

winning bidder more than their valuation for the set they obtain. In

order to enforce voluntary participation (that is, honest bidders will

not incur into loss by participating to the auction) we envision the

auctioneer subsidising these bidders and rescale all the payments in

a way that no losing bidder ends up paying for participating. Next

we bound the subsidies needed to implement Algorithm 1.

Algorithm 1: Greedy implementation of algorithm in [19]

1 Define function Φ𝑖 as Φ𝑖 (𝑥) = 𝑥/
√︁
|𝑅𝑖 |.

2 P ← ∅ (the set of bundles that have already been allocated)

3 N ← 𝑁 (the set of agents currently under consideration)

4 D𝑖 ← 𝐷𝑖 ∀𝑖 ∈ 𝑁 (values in 𝑖’s domain under consideration)

5 while N ≠ ∅ do
6 Let 𝑗 = arg max𝑘∈N Φ𝑘 (maxD𝑘 )
7 if there is 𝑆 in P s.t. 𝑅 𝑗 ∩ 𝑆 ≠ ∅ then N = N \ { 𝑗} ;
8 else
9 Ask 𝑗 if her valuation is maxD𝑗

10 if yes then P ← P ∪ {𝑅 𝑗 } and N = N \ { 𝑗} ;
11 else D𝑗 = D𝑗 \ {maxD𝑗 };
12 Return P

Let us for simplicity consider the case in which 𝐷𝑖 = 𝐷 =

{𝑣1, . . . , 𝑣ℓ } with 𝑣1 > 𝑣2 > . . . > 𝑣ℓ . We have the following bound

on the subsidies needed by the greedy algorithm for single-minded

combinatorial auctions.

Theorem 5.1. Algorithm 1 needs subsidies of at most 𝑛 · 𝑣2 − (𝑛 −
1) · 𝑣ℓ − 𝑣ℓ−1.

Proof. Consider the setting in which 𝑚 = 𝑛 − 1 with 𝑈 =

{𝑥1, . . . 𝑥𝑚}, and 𝑅𝑖 = {𝑥𝑖 } for all 𝑖 = 1, . . . , 𝑛 − 1 whereas 𝑅𝑛 = 𝑈 .

Furthermore, assume that 𝐷 is such that 𝑣 𝑗 >
𝑣𝑗√
𝑚

> 𝑣 𝑗+1 for all

𝑗 ∈ {1, . . . , ℓ − 1}. In other words, this setting is akin a knapsack

auction with only two feasible solutions, one comprised of the

first 𝑛 − 1 bidders and the other containing bidder 𝑛 only. The

implementation tree built by Algorithm 1 will query all bidders

(w.l.o.g. in order of their ids) for 𝑣1 first, followed by a sequence of

queries for 𝑣2 and so on up to queries for 𝑣ℓ−1. We observe that for

this implementation tree, there are winning phases comprising a

single node, i.e., 𝑢 𝑗 = 𝑢 ′
𝑗
for all 𝑗 = 0, . . . , ℓ − 1. Moreover, note that

𝜏 (1) = 𝑣2 meaning that a winning bidder would be charged 𝑣2 for

the bundle, whereas a losing bidder 𝑖 would be charged 𝜏 (1) − 𝑣𝑘
if her last query was for 𝑣𝑘 . Consider, therefore, the execution of

the mechanism for bid profile b in which 𝑏𝑖 = 𝑣ℓ for all 𝑖 . Here the

winning bidders will be charged 𝑣2, making their utility equal to

𝑣ℓ − 𝑣2 < 0. The losing bidder will instead be charged 𝑣2 − 𝑣ℓ−1.

This proves that a subsidy of (𝑛 − 1) (𝑣2 − 𝑣ℓ ) + 𝑣2 − 𝑣ℓ−1 is needed.

To see that there is no instance wherein the auctioneer could

need larger subsidies we make two easy observations. Firstly, 𝜏 (1)
is always upper bounded by 𝑣2. Secondly, losing bidders cannot be

charged more than 𝜏 (1) − 𝑣𝑘 , 𝑣𝑘 being the last query they received,

and so the charge cannot be larger than 𝑣2 − 𝑣ℓ−1. □

Theorem 5.2. There exist instances for which Algorithm 1 needs
no subsidies.

Proof Sketch. Suppose that
𝑣ℓ√
|𝑅𝑖 |

>
𝑣1√
|𝑅𝑖+1 |

for 𝑖 = 1, . . . , 𝑛−1.

In this case, bidder 1 would first be queried for all the valuations in

the domain, followed by the same series of queries to bidder 2 and

so on so forth. Then, the payment for winning will be 𝜏 (1) = 𝑣ℓ
and the payment for losing will be 0. □
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