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ABSTRACT
We analyze a natural learning algorithm for uniform pacing of ad-

vertising budgets, equipped to adapt to varying ad sale platform

conditions. On the demand side, advertisers face a fundamental

technical challenge in automating bidding in a way that spreads

their allotted budget across a given campaign subject to hidden,

and potentially dynamic, cost functions. This automation and cal-

culation must be done in runtime, implying a necessarily low com-

putational cost for the high frequency auction rate. Advertisers are

additionally expected to exhaust nearly all of their sub-interval (by

the hour or minute) budgets to maintain budgeting quotas in the

long run. To resolve this challenge, our study analyzes a simple

learning algorithm that adapts to the latent cost function of the

market and learns the optimal average bidding value for a period
of auctions in a small fraction of the total campaign time, allowing

for smooth budget pacing in real-time. We prove our algorithm is

robust to changes in the auction mechanism, and exhibits a fast

convergence to a stable average bidding strategy.
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1 INTRODUCTION
Ad impressions sold through real-time bidding (RTB) auctions are

responsible for an ever-increasing portion of company expenditures

as well as the revenue of large ad providers like Google, Facebook,

Amazon, Microsoft, and Yahoo!. Google alone is responsible for

upwards of 50 billion ad impressions on average per day [21], with

a corresponding revenue on the order of $100 million. While com-

panies bidding in these advertising campaigns do not participate

in every auction throughout the day, they are often required to

participate enough to spend their allotted budget in this time. Thus,

great interest is placed on adequately pacing budgets throughout

the day so as to not spend too hastily at the beginning of a day and

miss out on better impressions, or spend too frugally until the close

of day.
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We here take the perspective of a demand-side platform (DSP),

an intermediary serving as the interface connecting advertisers

with ad-exchanges and offering customized bid strategies in online

auctions. Our model of a DSP is given a users budget and target

spent amount, and is asked to uniformly pace spending so as to

exhaust this amount.

1.1 Problem Statement
We consider online bid optimization in the following framework:

there are 𝑇 auction periods ordered by an index 𝑡 ∈ {1, ...,𝑇 }. At
the start of an auction period, an individual advertiser must make

a decision as to how much to bid for desired ads within this period,

denoted by𝑏𝑡 . Advertisers further have a total daily budget 𝐵 ∈ R≥0
that limits the amount that can be spent within the day. Typically,

advertisers would like to have smooth budget delivery [1, 3–5,

9, 15, 23], expressed as not buying more than a set fraction of

the impressions before a given time in order to ensure that (1)

budgets are not prematurely expended, thus resulting in missed

opportunities later in the day, and (2) spending does not fluctuate

substantially for ease of analysis.

The added complication of the smooth delivery problem we

focus on in the present study is that oftentimes, when an advertiser

submits a bid in an auction, this may not be the true value they pay

for that impression. For example, by nature of the auction system

implemented, a user may pay more or less than their desired bid a

result of reserve prices or unexpected pricing fluctuations.

In response, the pacing of an advertiser’s budget relies on learn-

ing the actual cost of submitted bids to adequately scale bid values

to meet desired spending goals in each period. We formally frame

the budget pacing problems as:

minimize 𝐵 −
𝑇∑︁
𝑡=1

𝑐𝑡 (1)

subject to
����𝐵𝑇 − 𝑐𝑡

���� ≤ 𝜖 (2)

where 𝑐𝑡 is the cost incurred in period 𝑡 and for small 𝜖 . We note

that here the optimization is framed using the information for all

the auction periods, however, the problem itself is online. As a

result, it is clear we need an algorithm that quickly learns the latent

cost function, 𝑓 (𝑏𝑡 ) = 𝑐𝑡 , in a small portion of the total number of

auctions and subsequently uniformly paces their bidding for the

duration of the campaign.

Lastly, it is important to note that the cost function, 𝑓 , is subject
to change at different times.
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Algorithm 1 Budget Smoothing

1: Input: 𝐵,𝑇 , 𝑡, 𝑏𝑡 , (𝑐0, ..., 𝑐𝑡 )
2: Output: 𝑏𝑡+1
3: 𝐵𝑡𝑟 = 𝐵 −∑𝑡

𝑖=0 𝑐𝑖 {remaining budget after time 𝑡 }

4: 𝑐opt =
𝐵𝑡
𝑟

𝑇−𝑡 {optimal spend amount}

5: 𝑐act = 𝑐𝑡 {actual spend amount}

6: 𝛼 =
𝑐opt
𝑐act

7: return 𝛼 · 𝑏𝑡

2 ALGORITHM
Our approach to smoothly pacing an advertisers’s budget over a

fixed length advertising campaign invokes an iterative control feed-

back mechanism to estimate the proper average bid to submit over

each time period, which is later manipulated by a platform (poten-

tially hidden to the bidder) to compute an “actual spent amount”

for that period so that the total budget is approximately spent in

a uniform fashion throughout the campaign. The algorithm relies

on simplistic scaling of bids in response to learning of this latent

mechanism in a naturalistic way, and is currently in implementa-

tion at Amazon and Overstock, two major companies with which

the authors were previously affiliated.

The algorithm is formulated on the assumption the the advertiser

has two pieces of information: its budget, 𝐵, and the number of

auction periods in the campaign, 𝑇 (ie. auction periods per day).

Intuitively, the advertiser who is trying to uniformly pace their

budget will initially bid its average budget for the corresponding

number of auctions, 𝑏0 =
𝐵
𝑛𝑇

(where 𝑛 is the number of auctions per

period). However, in general, the actual cost is much larger than the

input bid and the convergence time remains low regardless of this

initial bid selection, so any choice suffices. Once an initial average

bid is set, it is utilized for the first period (𝑡 = 0), and the agent

incurs cost 𝑐0 throughout this time.

Following the initial bid, an advertiser now has the information

of how much was spent in the first period and can assess the dis-

crepancy between the desired amount to be spent and the actual
amount. Let 𝐵𝑡𝑟 denote the remaining budget after period 𝑡 , and 𝑐𝑡
be the incurred cost in this period, then we can define the scaling

factor
𝐵𝑡
𝑟

𝑇−𝑡 · 1

𝑐𝑡
as the ratio of the amount the advertiser wants to

spend on average in each remaining auction period to how much it

spent on the previous. Using this ratio as a budget pacing factor,

we have the following iterative scheme:

𝑏𝑡+1 =
𝐵𝑡𝑟

𝑐𝑡 (𝑇 − 𝑡) · 𝑏𝑡

Our main theoretical result bounds the number of periods until

convergence to a stable bidding strategy and, thus, uniform budget

pacing. We henceforth assume that the latent cost function takes

the form 𝑓𝑡 (𝑏𝑡 ) = 𝐶 · 𝑏𝑘𝑡 for nonnegative parameters 𝐶 and 𝑘 . Most

crucially. this convergence occurs within a small fraction of the

total auction time and is dependent upon these problem parameters.

Theorem 2.1. For |1−𝑘 | < 1, Algorithm 1 has a bounded distance
from the stable bid value at time 𝑡 defined by:

𝜖 := |𝑏𝑡 − 𝑏∗ | ≤ 𝛾−1/𝑘 · |1 − 𝑘 |𝑡−1+
1

𝑘

1 − |1 − 𝑘 |

where 𝛾 = 𝐶𝑇
𝐵
. Subsequently, we have a convergence time, 𝑡∗, to the

stable bid value bounded as:

𝑡∗ ≤ 𝑘 − 1

𝑘
+
ln

���𝜖𝛾1/𝑘 (1 − |1 − 𝑘 |)
���

ln |1 − 𝑘 | (3.4.1)

We can see that the convergence time is dependent upon the param-

eters of our RTB campaign, namely the budget, length, and degree

of the latent cost function.

For the special case of linear spent amount functions (𝑘 = 1), we

exhibit convergence in exactly one iteration. This simplistic cost

function corresponds to a mere rescaling of input bids and naturally

captures a large class of online auction systems.

Theorem 2.2. For a linear cost function, 𝑓 (𝑏𝑡 ) = 𝐶 · 𝑏𝑡 where
𝐶 > 0, and initial bid 𝑏0, Algorithm 1 converges to a fixed point bid
value in exactly one iteration.

3 BEYOND UNIFORM PACING
We supplement our main result by further generalizing our algo-

rithm to handle multiple different objectives throughout an adver-

tising campaign. Concretely, we demonstrate that our algorithm

can further capture non-uniform pacing and mitigate subthreshold

budgets.

3.1 Non-Uniform Pacing
While our main analysis demonstrates the stability of average bid-

ding for the desired goal of uniform pacing, the algorithm can be

simply adapted to meet changing target spend amounts through-

out the campaign. For instance, if an advertiser wants to decrease

spending during the morning since the bulk of their target market is

not online, they may decrease their target spend amount until later

in the day. A variant of this form is easily achieved by adjusting the

submitted budget for any given time period(s). This is achieved by

adding another input parameter 𝜅𝑡 ∈ (0, 1] which scales the budget

by the multiplier at any given time point.

3.2 Subthreshold Budgets
In the instance where users submit a budget to the DSP that are too

small for meaningful uniform pacing, the provider can implement

a variant on our algorithm for forcibly exhausting a budget early in

the campaign period, thus resulting in the user needing to update

with a larger budget for the next campaign.
1
This is achieved by

implementing a “virtual budget" where the DSP simply scales up the

input budget and thus the algorithm establishes a higher average

bid than is feasible for the user’s actual budget, leading to early exit

from the campaign. While this outcome is counter to the presented

practicality of our algorithm, it is an effective means by which a

provider can ensure that advertisers are submitting a high enough

budget to be competitive in the market space.

The full version of our paper is available on arXiv and contains proofs
of our theoretical claims as well as experimental validation of the
algorithm on real-world datasets.

1
We note that this is common practice at certain companies, in an effort to force users

to meet a minimum budget threshold.
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