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ABSTRACT
There are several classification tasks where neither the human nor

the model is perfectly accurate. Some recent works, therefore, focus

on the Human-AI team model, where the AI model’s probabilistic

output is combined with the human-predicted class label. The com-

bined decision is shown to consistently outperform the model’s or

human’s accuracy alone. All the previous works, however, restrict

to the setting where they consider a single human to combine with

the AI model. Motivated by the crowdsourcing literature, which

combines labels from multiple humans, we show that combining

multiple human labels with the model’s probabilistic output can

lead to significant improvement in accuracy. This paper further

shows that while combining multiple humans helps, a naive combi-

nation of humans with AI model can lead to poor accuracy. Hence,

there is a strong need for an intelligent strategy to select a subset

of humans and combine their labels. To this end, we present an

approach to merge the predicted labels from multiple humans with

the model’s probabilistic output. We then provide an efficient algo-

rithm to find the optimal subset of humans whose combined labels

offer the most accurate output. Finally, we empirically demonstrate

that the combined model outperforms the AI model or any human

alone in terms of accuracy. Besides this, our subset selection al-

gorithm and combination method outperforms the single human

model and other naïve combination techniques.
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1 INTRODUCTION
The advancements in Artificial Intelligence (AI) have shown exem-

plary improvements in the performance of various tasks. AI-based

systems are slowly becoming an intricate part of domains such
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as health care, finance, job recruitment, cyber-security, criminal

justice, intrusion detection, and many more. With more data and

better algorithms, most of the AI research is focused on devel-

oping highly accurate models so that these models can be used

autonomously. Hence to harness the power of AI in high-stakes

domains, the adoption of AI is moving towards the paradigm of AI-
assisted decision-making. In this paradigm, humans and AI models

work as a team, also referred to as Human-AI team to make accurate

decisions on highly complex tasks efficiently while ensuring the

overall team’s productivity. The hybrid Human-AI approaches are

being favoured for various reasons on several machine learning

tasks [12, 14, 18, 26, 32, 33, 36]. In literature, the Human-AI team

collaboration has been considered through two different perspec-

tives. One is in the form of deferred outputs [16, 22, 24] where the

objective is to maximize accuracy by learning a deferred model that

predicts whether the incoming instance should be deferred to the

human or not. Typically, humans are considered experts with high

costs; however, they provide the correct answer with a very high

probability. There are two issues with this approach, first, in many

applications, humans may not be available with high accuracy, and

second, the AI model is trained from scratch alongside human in or-

der to learn the deferred model [21, 22, 24]. With high human costs,

training an AI model alongside human is a very costly proposition.

Instead, in this paper, we consider the second approach, wherein

human works alongside a trained AI model to make the decision

in a combined manner. Such an approach does not require high

expertise of human, so an independently trained AI model can be

readily used without much fine-tuning to achieve better accuracy

of the combined outputs.

Research has shown that humans and AI models make different

types of errors [6, 27, 29], which necessitates to developing an

approach for combining the predictions from humans and the AI

model. This has been explored in [15] for combining class-level

prediction from a human with probabilistic output from an AI

model. Their work shows that the combined model achieves much

better accuracy, but they limit themselves to combining a single

human’s predictions with the AI model’s output. Limiting to one

human-predicted label may pose a significant restriction on the

accuracy of the combined approach as the combination may get

biased with the accuracy of an individual. In order to achieve high

combined accuracy, in this paper, we explore the combinations of

multiple humans with varying levels of expertise on the task.

Methods to combine predictions from multiple models are an

active area of research [4, 17, 19, 28]. Extensive work combining

predictions from multiple humans show that diverse combinations

outperform any individual alone [10, 11, 20]. Therefore, it is natural

to ask the following questions:
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• How can the labels from multiple humans be combined to-

gether with that of the probabilistic output of an AI model?

• Can the combinedmodel with multiple humans lead to better

accuracy as compared to a single human and AI model?

• How to intelligently select humans so as to improve the

accuracy of the combined model?

This paper addresses all these questions.

We propose a non-trivial method ComHAI to combine multiple

human labels with the AI model’s probabilistic outputs. We show

that using ComHAI, the resulting accuracy of the combined model

is significantly better than the case when a single human prediction

is used, or other naive methods for combining predictions are used,

such as taking the mode of the human predictions as a single hu-

man label. We consider a K-way classification problem, with each

human making predictions of the class labels given the input in-

stance and the classification AI model providing class-conditioned

probabilities. We further show that the accuracy is non-monotone

in terms of the number of humans considered, even if the accuracy

of every human is more than 50%. Hence, it is important to find the

subset that results in the maximum accuracy given the instance.

We then propose our algorithm called as GreedySubsetSelection

that provides the best subset of humans whose output labels, when

combined with AI model’s probabilistic output leads to maximum

accuracy. In particular, our key contributions are three-fold:

• Wepropose an approach to combine the predicted class labels

from multiple humans with the probabilistic output of an AI

model.

• We empirically validate our approach on the CIFAR-10H

image classification dataset and show that Human-AI com-

binations are more accurate than any individual human, the

model alone, or the model with a single human.

• We provide an efficient algorithm to select a subset of hu-

mans whose class-level outputs combined with probabilistic

output of the AI model leads to maximum accuracy.

In the rest of the paper, we first discuss the state-of-art in the

Human-AI team modeling in Section 2. We provide a set of pre-

liminaries in Section 3. Next, we discuss our proposed ComHAI in

Section 4 for combining the outputs from multiple humans with

the AI model and a strategy to select the subset of humans in order

to improve the overall accuracy of the combined model. Section 5

presents the experiments and results using the CIFAR-10H dataset.

Finally, Section 6 discusses the scope of further improvements and

the conclusions.

2 EXISTING MODELS FOR HUMAN-AI TEAMS
As discussed earlier, humans and AI models make different kinds of

errors on decision-making tasks. On one hand, the humans bring

their experience to make decisions on a task, while the AI model

brings the common collective knowledge of the population in terms

of its training from a collected dataset. Further, the AI model uses

a level of abstraction that might be different from those of humans.

Hence, various researchers have looked into ways to combine AI

and human decisions such that they complement each other. A

standard method in this context is to pass on all the instances to

humans wherever model has low confidence [9]. However, in [22],

the authors show that even in instances with low model confidence,

the human may not always produce correct outputs. Hence, they

extend the rejection learning approach into a framework called

learning to defer, where a defer model is learned to pass an instance

either to the AI model or to human for decisions. This deferred

approach for Human-AI teaming has been studied extensively in

recent years from different perspectives [5, 24, 35] . Keswani et al.

[16] discuss an approach to defer an instance where the model has

low confidence to multiple humans by modeling their individual

expertise and biases. In [21], the authors discuss the limitations of

the deferred approach for Human-AI teams. One significant issue is

that the AI model is specialized on the instances of high confidence.

This limits the AI model to generalize for all instances and makes

it difficult to update the AI model if the data distribution changes.

In another approach to Human-AI team modeling, instead of

deferring, the AI model’s outputs are combined with that of the

human to generate the final outcome. Bansal et al. [1] use an AI-

assisted setting wherein the human can choose to either accept the

AI’s recommendation or solve for the same. The authors propose to

train the AI model by directly optimizing the Human-AI team’s per-

formance. The same authors in [2] discuss the role of understanding

of the AI’s error boundary by human’s mental model for develop-

ing effective Human-AI team with complementary functions. In

Träuble et al. [31], the authors define the problem of prediction

updates in AI/ML models and present a probabilistic approach for

backward-compatible prediction updates. The authors highlight

the importance of such backward compatible prediction updates

in AI assisted tasks. Martinez et al. [23] extend the AI assisted

framework to multiple humans with personalized loss functions

for specific users in order to increase the performance of Human-

AI teams with the personalized compatibility. The focus in these

approaches is to optimize the AI model’s performance consider-

ing how humans would interact with the model by navigating the

performance-compatibility trade-off.

The above-mentioned approaches necessitate the training of the

AI model in the presence of human decision maker. However, few

approaches [15, 16] focus on combining the human decision on

a given instance with the output of an independently trained AI

model in order to improve the overall accuracy. In particular, Kerri-

gan et al. [15] present how the probabilistic output of the AI model

can be combined with the class-level output of a human to improve

the overall team’s accuracy. Our paper extends the state-of-art in

this line of work by considering the class-level outputs of multi-

ple humans of varying expertise to combine with the probabilistic

output of an independently trained AI model. Combining decisions

from multiple humans is specifically studied in the crowdsourcing

domain [11, 20], to find the optimal subset of workers for a task

in order to optimize the performance of the overall decisions. Our

work takes inspiration from the crowdsourcing domain to select a

subset of humans in order to improve the accuracy of a combined

decision model of the Human-AI team. Though inspired by crowd-

sourcing literature, we emphasize that combining the probabilistic

output of an AI model with multiple humans brings in many non-

trivial challenges. Combining outputs only from multiple humans

(not AI model) leads to simple error functions coming frommajority

voting or weighted majority voting [11]. Whereas the combined ac-

curacy function from multiple humans and AI model’s probabilistic
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output does not turn out to be sub-modular and monotone, making

the design of subset selection algorithm non-trivial.

3 PRELIMINARIES
We consider a 𝑘-way classification problem to predict label 𝑦 ∈
Y = {1, . . . , 𝑘} for a given feature vector 𝑥 ∈ X. For this task, we
represent the AI model byM and let𝑚(𝑥) denote the 𝑘-dimension

normalized probability vector output of M. We further assume

that for each task, we have the labels from 𝑛 humans. We denote

𝑖𝑡ℎ human as ℎ𝑖 , and ℎ𝑖 (𝑥) denotes the prediction made on an in-

stance 𝑥 by the 𝑖𝑡ℎ human. Note that humans provide the hard

labels i.e. ℎ𝑖 (𝑥) ∈ {1, 2, . . . , 𝑘}. Also, let ℎ(𝑥) denote the collection
{ℎ1 (𝑥), ℎ2 (𝑥), . . . , ℎ𝑛 (𝑥)}. The prediction made by our combined

model on an instance 𝑥 is denoted by 𝑐 (𝑥). Finally, the ground truth
label of 𝑥 is denoted by 𝑦 (𝑥) which needs to be predicted. We posit

that the combined model depends on two important measures, one,

the accuracy of the modelM, and second, the confusion matrix of

the humans. Let 𝜙 [𝑖 ] denote the estimated confusion matrix corre-

sponding to the 𝑖𝑡ℎ human such that 𝜙
[𝑖 ]
𝑠𝑡 = 𝑝 (ℎ𝑖 (𝑥) = 𝑠 |𝑦 (𝑥) = 𝑡).

In the next section, we explain how the confusion matrix of each

human can be estimated given their labels.

3.1 Confusion Matrix of Humans
One possibility to estimate the confusionmatrix is via the maximum

likelihood estimate given as:

𝜙
[𝑖 ]
𝑠𝑡 =

∑
𝑥∈X I(ℎ𝑖 (𝑥) = 𝑠 ∧ 𝑦 (𝑥) = 𝑡)∑

𝑥∈X I(𝑦 (𝑥) = 𝑡)
where I(.) is an indicator function. However, this method requires

human labels on too many examples, which leads to poor accu-

racy when 𝑘 is large. Previous works [3, 15, 34] have shown that

instead of using the maximum likelihood estimate for 𝜙
[𝑖 ]
𝑠𝑡 , using

a Dirichlet prior over each column of the confusion matrix leads

to more efficient estimation. This needs less number of samples to

estimate the confusion matrix as we have incorporated additional

information by taking the Dirichlet prior. Hence,

𝜙
[𝑖 ]
𝑠𝑡 = 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡 (𝛼𝑡 )𝑠 , ∀𝑡

The prior parameter 𝛼𝑡 ∈ RK is chosen such that

(𝛼𝑡 )𝑘 =

{
𝛽, 𝑘 ≠ 𝑡

𝛾, 𝑘 = 𝑡

where 𝛽,𝛾 ∈ R+. The resultant prior matrix thus has 𝛾 along the

diagonal and 𝛽 on the off-diagonal. We choose a Dirichlet prior

over each column such that all the off-diagonal prior values are

equal. The posterior estimate is obtained by conjugacy.

3.2 Calibrating Model Probabilities
Neural networks tend to be overconfident in their predictions, par-

ticularly for the classification task where the output is a member of

probability simplex. Thus, post-prediction calibration can be used

to map𝑚(𝑥) to𝑚𝜃 (𝑥) [7] where 𝜃 denotes the calibration parame-

ters. Similar to [7, 15], we use the Bayesian version of temperature

scaling for calibrating model probabilities. We assume a Gaussian

prior on the log-temperature, 𝑙𝑜𝑔𝑇 ∼ N(𝜇, 𝜎) with 𝜇 = 0.5 and

𝜎 = 0.5 [15]. The maximum a posteriori is estimated by gradient-

based optimization since the prior is non-conjugate. Existing works

[15] have shown that this approach is effective in such a setting.

3.3 Single Human Prediction & Model
Probabilities

We consider the work by Kerrigan et al. [15] as a baseline to com-

pare our combination method. Their work establishes a framework

for combining predictions from a single human with model proba-

bilities. We briefly describe their combination method. The training

comprises of learning temperature scaling parameter and estimat-

ing the confusion matrix for human as described above. Then the

prediction from human ℎ are combined with model probabilities𝑚

using the following relation:

𝑝 (𝑦 (𝑥) |ℎ(𝑥),𝑚(𝑥)) ∝ 𝑝 (ℎ(𝑥) |𝑦 (𝑥))𝑝 (𝑦 |𝑚(𝑥))
Our approach is more generalized allowing predictions from

multiple humans to be combined with the model probabilities. Fur-

ther, our approach is robust to missing data i.e. our approach is

applicable even in case predictions are not available from some

of the humans. Moreover, we re-model the combination method,

abstracting out the subset selection task.

4 PROPOSED APPROACH
In this section, we describe our proposed ComHAI for combining

multiple human predictions with the model probabilities. We fur-

ther establish that combining multiple humans is non-monotone

and discuss a subset selection strategy to select human labels for

improving the accuracy of the combined model.

4.1 Estimating a Single Label from Multiple
Humans

There are many possible ways to combine predictions frommultiple

humans with the model probabilities to improve the combined

model’s performance. Previous work on crowd sourcing focuses on

combining predictions from multiple humans and considers that as

a human-predicted label. Majority voting and weighted majority

voting have been explored in such works [11]. Hence, we describe

some naive combination techniques in order to derive a single label

from multiple humans:

• Best Human: Consider only the label predicted by the best

human in the lot. The best human is the one having the

highest accuracy among other humans. The accuracy of

a human can be approximated from the confusion matrix

corresponding to that human.

• Best Majority Human: Compute the mode (majority pre-

diction) from the labels predicted by all humans. The best ma-

jority human is the one having the highest accuracy among

the humans with the majority prediction label. Combine

predictions from that human with the model probabilities.

• Best Weighted-Majority Human: Consider that the pre-
dictions by each human are weighed by their accuracy. Com-

pute the weighted majority based prediction from the labels

predicted by all humans and choose the most accurate hu-

man with that prediction. Combine the predictions from that

human with the model probabilities.
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In all the above-mentioned combination methods, we are effec-

tively combining model probabilities with only a single human

label. This can be done using the pre-existing work [15] on com-

bining predictions from a single human with model probabilities,

as described in Section 3.3.

We present the results obtained by using such naïve combination

methods in Section 5. Although these combination techniques result

in better accuracy than any single human or model prediction alone,

we present a more sophisticated approach to combine predictions

that outperforms these naïve methods significantly in terms of

accuracy.

4.2 ComHAI: Combining Multiple Humans
Labels with AI Model Output

We now present ComHAI to combine multiple human class labels

with the model’s probabilistic output. Similar to existing works on

crowdsourcing, which essentially combine multiple human labels

without AI model [11] and ensemble methods which combine pre-

dictions from multiple AI models but not considering humans [28],

we assume that human predictions are independent of each other.

With this assumption, we can apply Bayes’ rule to get the following

set of inequalities:

𝑝 (𝑦 (𝑥) |ℎ(𝑥),𝑚(𝑥)) ∝ 𝑝 (𝑦 (𝑥) |𝑚(𝑥))𝑝 (ℎ(𝑥) |𝑦 (𝑥),𝑚(𝑥))

∝ 𝑝 (𝑦 (𝑥) |𝑚(𝑥))
∏
𝑖∈[𝑛]

𝑝 (ℎ𝑖 (𝑥) |𝑦 (𝑥))

This naturally leads to the following combination method:

𝑝 (𝑦 (𝑥) = 𝑗 |ℎ(𝑥) = {𝑙1, 𝑙2, . . . , 𝑙𝑛},𝑚(𝑥)) =
𝑚 𝑗 (𝑥)

∏
𝑖∈[𝑛] 𝜙

[𝑖 ]
𝑙𝑖 𝑗∑K

𝑘=1
𝑚𝑘 (𝑥)

∏
𝑖∈[𝑛] 𝜙

[𝑖 ]
𝑙𝑖𝑘

(1)

Further, as discussed in Section 3.2, we can map the model’s

output𝑚(𝑥) to a calibrated model𝑚𝜃 (𝑥). In order to establish the

improvement in the performance of the combination approach, we

develop a lower bound on the accuracy when the predictions are

combined together using Equation 1.

Lemma 4.1. Given 𝑛 human labels and a calibrated model’s output
probabilities𝑚𝜃 (𝑥), the lower bound on the accuracy of the combined
model is given as:

E[1(𝑐 (𝑥) = 𝑦 (𝑥))] ≥ P


∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1 − 𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

>
1 −𝑚𝜃

𝑦 (𝑥 ) (𝑥)

𝑚𝜃
𝑦 (𝑥 ) (𝑥)


(2)

Proof. Let’s consider the accuracy of the combined model as:

E[I(𝑐 (𝑥) = 𝑦 (𝑥))] = P

𝑦 (𝑥) = argmax

𝑘

𝑚𝜃
𝑘
(𝑥)

∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑘


= P

𝑚𝜃
𝑦 (𝑥 ) (𝑥)

∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 ) > max

𝑘≠𝑦 (𝑥 )
𝑚𝜃
𝑘
(𝑥)

∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑘



≥ P

𝑚𝜃
𝑦 (𝑥 ) (𝑥)

∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 ) >

max

𝑘≠𝑦 (𝑥 )
𝑚𝜃
𝑘
(𝑥)

∏
𝑖∈[𝑛]

max

𝑘≠𝑦 (𝑥 )
𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑘


≥ P

𝑚𝜃
𝑦 (𝑥 ) (𝑥)

∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 ) >

(
1 −𝑚𝜃

𝑦 (𝑥 ) (𝑥)
) ∏
𝑖∈[𝑛]

(
1 − 𝜙 [𝑖 ]

ℎ𝑖 (𝑥 )𝑦 (𝑥 )

)
= P


∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1 − 𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

>
1 −𝑚𝜃

𝑦 (𝑥 ) (𝑥)

𝑚𝜃
𝑦 (𝑥 ) (𝑥)


□

In the above expression, note that

1−𝑚𝜃
𝑦 (𝑥 ) (𝑥 )

𝑚𝜃
𝑦 (𝑥 ) (𝑥 )

is fixed and is

dependent on the already learnt model. The only way to maximize

the accuracy is via maximizing the term

∏
𝑖∈[𝑛]

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1−𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

. Let

us denote 𝑓𝑆 (𝑥) =
∏

𝑖∈𝑆
𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1−𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

, which essentially denotes

the left hand expression inside the probability in Equation 2 when

instead of all humans, only a subset of humans 𝑆 is considered. We

first make the following observation:

Lemma 4.2. For any 𝑥 ∈ X, 𝑓𝑆 (𝑥) is not monotone in 𝑆 even when
the accuracy of all the humans is above 0.5.

Proof. We compare 𝑓𝑆 (𝑥) and 𝑓𝑆∪{𝑖 } (𝑥). It is easy to see that

𝑓𝑆∪{𝑖 } (𝑥) > 𝑓𝑆 (𝑥) iff
𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1−𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

> 1 which obviously is not true

unless ℎ𝑖 (𝑥) ≠ 𝑦. □

The above proof also gives the idea that combining all the hu-

mans who provide the correct label will always increase accuracy.

However, the true label 𝑦 (𝑥) is not known. Below, we provide

GreedySubsetSelection outlining the procedure for optimally se-

lecting the subset of humans without using the knowledge of true

label such that it maximizes the lower bound on accuracy.

4.3 GreedySubsetSelection: Efficient Subset
Selection Algorithm for Combined
Predictions

Apart from the above theoretical results, we also observe exper-

imentally that combining predictions from all humans does not

necessarily lead to a better prediction, and the accuracy may drop

drastically. This drop is more prevalent in scenarios where the

human accuracies are close to 0.5. We now form a theoretical frame-

work to select a subset of human predictions for the combination

instead of all the human predictions. Let the selected subset be
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denoted by 𝑆 such that 𝑖 ∈ N and 1 ≤ 𝑖 ≤ K , ∀𝑖 ∈ 𝑆 . Under such a

setting, we can modify the lower bound in Equation 2 as:

E[1(𝑐 (𝑥) = 𝑦 (𝑥))] ≥ P


∏
𝑖∈𝑆

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1 − 𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

>
1 −𝑚𝜃

𝑦 (𝑥 ) (𝑥)

𝑚𝜃
𝑦 (𝑥 ) (𝑥)


(3)

The goal now is to select a subset such that the lower bound is

maximized. We approach this problem by maximizing the term(∏
𝑖∈𝑆

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1−𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

)
in Equation 3. Hence, the optimal subset 𝑆∗

for combination is as follows:

𝑆∗ = argmax

𝑆

©«
∏
𝑖∈𝑆

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1 − 𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

ª®¬ (4)

To select an optimal subset, we need the knowledge of 𝑦 (𝑥) i.e.
the true label. Since, 𝑦 (𝑥) is not available, a very natural choice

would be to choose the label which maximizes the probability (in

equation 3) as this would indicate the label which is maximizing

the probability of output label being correct. Thus, we select the

pseudo-optimal subset 𝑆∗∗ as follows:

𝑆∗∗ = argmax

𝑆

max

1≤ 𝑗≤K
©«
∏
𝑖∈𝑆

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 ) 𝑗

1 − 𝜙 [𝑖 ]
ℎ𝑖 (𝑥 ) 𝑗

ª®¬ (5)

The idea is to basically consider that label as the true label for a

subset 𝑆 , which maximizes the expression 𝑓𝑆 (𝑥). Since the true

labels are not assumed to be known in this case, we call the selected

subset the pseudo-optimal subset.

Our combination method considers a subset of human predic-

tions for the combination using Equation 5. Algorithm 1 presents

our subset selection algorithm for the selection of a set of humans

given an instance 𝑥 . Instead of iterating over all the subsets and

computing the value of 𝑓𝑆 (𝑥), we can greedily construct this subset.

Note that 𝑓𝑆 (𝑥) does not increase by considering any human 𝑖 such

that

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

1−𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑦 (𝑥 )

≤ 1. This naturally leads to an obvious greedy

algorithm for selecting the optimal subset as per Equation 4 where

we select all and only those humans corresponding to which this

term is greater than 1.

The greedy algorithm for the selection of pseudo optimal subset

requires a little more work. Let the pseudo optimal value of 𝑓𝑆 (𝑥)
be arrived at by 𝑆 = 𝑆∗∗ and 𝑗 = 𝑘∗∗. Merely with the knowledge of

𝑗 = 𝑘∗∗, we can easily figure out the pseudo-optimal subset using

our observation that the subset will have all and only those humans

for which

𝜙
[𝑖 ]
ℎ𝑖 (𝑥 )𝑘∗∗

1−𝜙 [𝑖 ]
ℎ𝑖 (𝑥 )𝑘∗∗

> 1.

So, the problem reduces to the following 3 steps. Compute𝜙
[𝑖 ]
ℎ𝑖 (𝑥 ) 𝑗

for all pairs of humans and class labels [lines 1-4 of Algorithm 1].

Then for each class 𝑗 , compute 𝑓𝑆 (𝑥) for the candidate pseudo op-

timal subset, denoted by 𝐶 [ 𝑗] [lines 6-13 of Algorithm 1]. Finally,

compute the pseudo optimal subset corresponding to the class label

with maximum 𝐶 [ 𝑗] value [lines 14-16 of Algorithm 1].

Algorithm 1 GreedySubsetSelection: Pseudo Optimal Subset Se-

lection

Require: 𝑛,K ∈ N
Require: K ×K dimension matrices 𝜙 [𝑖 ] , 1 ≤ 𝑖 ≤ 𝑛

Require: ℎ𝑖 (𝑥), 1 ≤ 𝑖 ≤ 𝑛

1: for 1 ≤ 𝑖 ≤ 𝑛 do
2: for 1 ≤ 𝑗 ≤ K do

3: 𝑀 [𝑖] [ 𝑗] ←
𝜙
[𝑖 ]
ℎ𝑖 (𝑥 ) 𝑗

1−𝜙 [𝑖 ]
ℎ𝑖 (𝑥 ) 𝑗

4: end for
5: end for
6: for 1 ≤ 𝑗 ≤ K do
7: 𝐶 [ 𝑗] ← 1

8: for 1 ≤ 𝑖 ≤ 𝑛 do
9: if 𝑀 [𝑖] [ 𝑗] > 1 then
10: 𝐶 [ 𝑗] ← 𝐶 [ 𝑗] ×𝑀 [𝑖] [ 𝑗]
11: end if
12: end for
13: end for
14: 𝑦∗ ← argmax

1≤ 𝑗≤K 𝐶 [ 𝑗]
15: 𝑆∗∗ ← {1 ≤ 𝑖 ≤ 𝑛 | 𝑀 [𝑖] [𝑦∗] > 1}
16: return 𝑆∗∗

5 EXPERIMENTS AND RESULTS
We performed experiments to evaluate the performance of our

proposed ComHAI against multiple baselines. The code is available

at github.com/sagalpreet/Human-AI-Team[30]. We evaluate our

proposed approach ComHAI against multiple baseline combination

methods on CIFAR-10H [25], an image classification dataset with

human annotations. CIFAR-10H contains 10-way human labels

frommultiple humans for 10,000 images from the standard CIFAR10

test dataset.

5.1 Human Labels and the Classification Model
We simulate the human predictions according to the annotations in

the dataset. The human predictionmade by a particular human is pa-

rameterized by the accuracy of that human. Let there be𝑛 human an-

notations available for an image 𝑥 given by ℎ(𝑥) = {ℎ1, ℎ2, . . . , ℎ𝑛}
and the true label be 𝑦 (𝑥). Let us denote the fraction of humans

who predicted class 𝑘 as 𝑔𝑥 (𝑘). We denote the set of all class labels

except the true label as Y′ (𝑥) = {1, 2, . . . ,K} − {𝑦 (𝑥)}. We also

define a probability distribution over all the classes as follows:

𝑝 (𝑘 |𝑥) =


0 , 𝑘 = 𝑦 (𝑥)

𝑔𝑥 (𝑘 )∑
𝑖∈Y′ (𝑥 ) 𝑔𝑥 (𝑖 )

, 𝑘 ≠ 𝑦 (𝑥) and 𝑔𝑥 (𝑦 (𝑥)) ≠ 1

1

K−1 , 𝑘 ≠ 𝑦 (𝑥) and 𝑔𝑥 (𝑦 (𝑥)) = 1

We simulate the prediction ℎ [Ψ] (𝑥) for a human with accuracy

Ψ as follows:

ℎ [Ψ] (𝑥) =
{
𝑦 (𝑥) , with probability Ψ

𝑡 ∼ 𝑝 (𝑘 |𝑥) , with probability 1 − Ψ

where t is sampled according to the probability distribution 𝑝 (𝑘 |𝑥).
For the AI model’s probabilistic prediction, we use a custom

CNN model with enough room for improvements in the predictive
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Figure 1: Learning curves on CIFAR-10H using naïve combination methods. Each plot corresponds to a different set of human
labelers where every human is characterized by accuracy. The number of humans considered for plots in the first row is 5, 10,
and 15, respectively, all having an accuracy of 70%. Plots in the second row correspond to 4, 7, and 13 humans, with accuracies
ranging from 0.5 to 0.8. Custom CNN is being used as the AI model for probabilistic outputs that are to be combined with
human labels.

performance. The CNN model used has 3 convolution layers with

32 3 × 3 convolution filters and ReLU activation followed by a

2 × 2 maxpooling layer. This was followed by 128 nodes dense

layer with ReLU activation and a 10 node dense layer at the output

with softmax. We have used categorical cross entropy loss and

stochastic gradient descent for optimization. The model is trained

on the CIFAR-10 training set consisting of 50,000 images.

The accuracy of our custom CNNmodel is 56.74% on CIFAR-10H

test dataset consisting of 10,000 images. We have also evaluated

our framework with probabilistic outputs from a complex network,

Resnet-110[8]. Our framework works well in either case. For in-

stance, ResNet-110, alone, is 93.89% accurate on CIFAR-10H dataset.

Our combination method using ResNet-110 as AI model achieves

99.15% accuracy (averaged over 10 runs). This is when the number

of humans is 7 with accuracies ranging from 0.5 to 0.8. On the other

hand, in the same setting, our combination method with CNN as

AI model achieves 96.65% accuracy (averaged over 10 runs).

5.2 Baseline Combination Methods
As an evaluation yardstick, we plot the error rate on the evaluation

dataset as a function of dataset size. We first evaluate the naïve com-

bination methods as described in Section 4 wherein we consider a

single predicted class label to combine with model probabilities for

a given instance. These naïve combination methods are compared

against the most accurate single human (’Only Best Human’) as

baseline. We also evaluate the more sophisticated combination tech-

niques alongside our proposed ComHAI method. More specifically,

following are the sophisticated combination techniques that we

consider:

• All Humans Selected: Use predictions from all humans to

combine with model probabilities using the Equation 1 with

calibrated model probabilities.

• Random Subset Selection: Select a subset of humans ran-

domly (a human is selected or not with 0.5 probability) and

use predictions from those humans to combine with model

probabilities using the Equation 1 with calibrated model

probabilities.

• True LB Subset Selection: Select the optimal subset of

humans as per Equation 4 so as to maximize the lower bound

on accuracy according to the Equation 2 and use predictions

by these humans to combine with model probabilities. Note

that this method is not practical since the subset selection

requires knowledge of ground truth. We, however, evaluate

this combination method as it maximizes the true lower

bound.
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Figure 2: Learning curve on CIFAR-10H using subset selection based methods. Each plot corresponds to a different set of human
labelers available, where every human is characterized by accuracy. The number of humans considered for plots in the first
row is 5, 10, and 15, respectively, all having an accuracy 70%. Plots in the second row correspond to 4, 7, and 13 humans, with
accuracies ranging from 0.5 to 0.8. Custom CNN is being used as the AI model for probabilistic outputs that are to be combined
with human labels

• Pseudo LB Subset Selection (GreedySubsetSelection):
Select a pseudo-optimal subset of humans according to the

Equation 5 and use predictions by these humans to combine

with model probabilities.

All the combination algorithms described are very efficient and

can be easily run on the CPU. Reproducing results from the experi-

ment above should take less than an hour of computation on any

decent processor with good enough (≥8 GB) RAM. This estimation

excludes the training time for CNN. The memory requirements are

linear in the number of humans and quadratic in the number of

classes in the classification task.

5.3 Inferences
The plots in Figure 1 depict the performance of naïve combination

methods against the Only Best Human with different number of

humans considered. The plots in the first row in Figure 1 are for 5, 10,

and 15 humans, respectively, all humans having an accuracy of 70%.

Plots in the second row correspond to 4, 7, and 13 humans, with their

accuracies ranging from 0.5 to 0.8. It may be noted that the CNN

model’s accuracy is ∼ 57%. Among the naïve combination methods,

Only Best Human and Combination: Best Weighted Majority Human
methods are sensitive to our estimate of confusion matrix which

improves with more number of evaluation instances. Further, as can

be observed, the error rate falls significantly when the combination

method is used with the Best Majority Human and Best Weighted-
Majority Human. However, the improvement in the performances

is stabilized even with the increasing number of instances.

The plots in Figure 2 depict the performance of sophisticated

combination baselines with our proposed subset selection method

using probabilistic predictions from our simple custom CNN. We

observe that Random Subset Selectionmethod tends to perform quite

well in certain settings, although still inferior to Pseudo LB Subset
Selection. It can be noted that for random selection, we include a

human in the subset with 0.5 probability, so the expected size of

the subset would be equal to half the number of human predictions

available. If the size is closer to that of the optimal subset, then the

combination is effective, especially in cases where the accuracy of

humans is not very varied. Similar results are obtained when using

probabilistic outputs from a complex model like ResNet-110 as is

evident from Figure 3.

All Humans Selected method does perform well when fewer

human labelers are available. However, the accuracy reduces dras-

tically for when a larger set of human labelers are available. This

empirically establishes the non-monotone property of combining

multiple humans with the AI model’s probabilistic output. On other
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Figure 3: Learning curve on CIFAR-10H using subset selection based methods. Each plot corresponds to a different set of human
labelers available, where every human is characterized by accuracy. The number of humans considered for plots in the first
row is 5, 10, and 15, respectively, all having an accuracy 70%. Plots in the second row correspond to 4, 7, and 13 humans, with
accuracies ranging from 0.5 to 0.8. Resnet is being used as the AI model for probabilistic outputs that are to be combined with
human labels

hand Pseudo LB Subset Selection consistently performs very well in

general.

We based Pseudo LB Subset Selection as an approximation to True
LB Subset Selection method, which uses knowledge of true labels

for subset selection. We have empirically verified that it is indeed a

good approximation, especially when the number of human labelers

is large. The method achieves more than 99.9% accuracy in some

scenarios even when none of the individual humans is more than

80% accurate and the AI model is just 56.74% accurate.

6 DISCUSSIONS AND CONCLUSIONS
We have established a theoretical framework for combining human

predictions with model probabilities to achieve significantly high

accuracies and evaluated the results empirically on an image clas-

sification task. Our proposed framework is also robust to missing

human predictions. As our combination method is based only on

a subset of human labels, we can simply ignore the humans for

whom the predictions are not available and choose a subset from

those present. Present works [16] on extended learning to defer

for multiple experts setting has this drawback of requiring human

predictions from every human on every instance as was identified

in the review by Leitão et al. [21].

Our combination method requires predictions from humans to

select a subset of humans whose predictions are then actually used

for the combination. There is a scope for making the combination

method cost-effective if the subset selection could be simply based

on the knowledge of input instance (images, in our experiments)

without requiring the predictions from each human. Associating a

cost with the prediction from each human and having a modified

optimization problem with a penalty associated with the selection

of each human can also help in achieving a similar goal. Another

interesting aspect to the combination method is the analysis of

fairness and human biases. For existing Human-AI team models

such as the deferred approach, it has been shown that failing to

consider biases may lead to aggravation of unfairness [13, 21].

Although we have evaluated our combination method only on

an image classification task, we expect similar performances of our

proposed framework in other settings. However, non-stationarity

factors are known to render AI models useless, even Human-AI col-

laboration systems may additionally suffer from change in human

behavior due to exogenous factors or adaption of human behav-

ior as was noted in [21]. In our proposed approach, such factors

may affect the estimated human confusion matrix that must be

re-learned from time to time in order to ensure good performance

of the combination approach.
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