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ABSTRACT
This article deals with hedonic skill games, the strategic counterpart

of coalitional skill games which model collaboration among entities

through the abstract notions of tasks and the skills required to

complete them. We show that deciding whether an instance of the

game admits a Nash stable outcome is NP-complete in the weighted

tasks setting. We then characterize the instances admitting a Nash

stable outcome in the weighted tasks setting. This characterization

relies on the fact that every agent holds (resp., every task requires)

either a single skill or more than one skill. For these instances,

the complexity of computing a Nash stable outcome is determined,

together with the possibility that a natural dynamics converges to

a Nash stable outcome from any initial configuration. Our study

is completed with a thorough analysis of the price of anarchy of

instances always admitting a Nash stable outcome.
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1 INTRODUCTION
Coalitional skill games (CSGs, in short) model collaboration among

entities and are based on the abstract notions of tasks and the

skills required to complete them. Introduced in [5] (see also [4]),

CSGs are highly expressive cooperative games, but general CSGs

are not concisely representable, meaning that their manipulation

necessitates prohibitive calculations. Weighted Task Skill Games

(WTSGs) are special CSGs which allow a succinct representation,

yet preserving a good level of expressiveness [4, 5].

In WTSGs, we are given a set of agents, each one possessing a

set of skills, and a set of weighted tasks, each one requiring a set of

skills in order to be performed. An outcome for these games is a

coalition structure, which is a partition of the agents into coalitions.

A coalition can perform a task only if its members cover the set of

required skills for the task. The worth of a coalition is defined as

the sum of the weights of the tasks that the coalition can perform.
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WTSGs have applications in many real life situations includ-

ing oil extraction, voting, knowledge sharing, robots and human

rescuers, and multi-sensor networks [3, 4].

So far, WTSGs are viewed from the angle of cooperative game

theory. Typical fundamental questions in this field are the following:

How to distribute the worth of collaboration that all participants

find acceptable? Who are the powerful members of a coalition?

Which coalition structure induces the maximum total value?

In this work, we consider WTSGs from the different perspective

of hedonic games [2, 9]. Our motivation is to capture and study

situations where every agent can freely decide which coalition she

wants to be part of, given that every agent’s utility only depends

on the members of her coalition. This different approach leads to

new questions and challenges regarding WTSGs: Does the system

admit a stable outcome? How difficult is the computation of such a

state? Do the agents naturally converge to a stable state? How bad

can the social welfare of stable states be?

The study of hedonic WTSGs (hedonic skill games, in short)

is relevant in voting situations where the agents are candidates,

the skill set consists of opinions on societal issues, and the tasks

represent some segments of the electorate that are sensitive to

different opinions. The candidates can freely join or depart from

political coalitions, with the aim of maximizing their influence on

the electorate. Hedonic skill games also model the situation where

some volunteers (agents) decide to join some charity organizations

(coalitions) in order to contribute to some humanitarian activities

(tasks). Those activities require some skills (e.g., medicine, logistics,

translation, education, etc.) held by some agents. The volunteers

are free to decide which organization to join, with the objective of

being as helpful as possible.

1.1 Related Work
The game studied in this article falls into the family of coalitional
formation games where the outcome is a coalition structure, i.e.,

a partition of the set of agents [10]. Each agent has a preference

relation over the coalition structures. In most cases, agents only care

about their own coalition in the coalition structure. Such coalition

formation games are called hedonic [2, 9], a property shared by the

game studied in this article. A generalization of hedonic games are

generalised group activity selection games where we are given a set

of activities and a set of agents. Each agent has to be assigned to

one activity and agent’s preferences bear both on the activity she

will be assigned to, and on the set of agents who will participate in

the same activity. Specific scenarios of generalised group activity

selection games have been studied in [6, 8, 11].

Our work is mainly connected to the articles [3–5]. Coalitional

skill games (CSGs) were introduced in [5] (see also [4]) and mainly

studied from a cooperative point of view. Thework in [4, 5] analyzes

the expressiveness of CSGs and presents several restrictions that
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permit a concise yet good representation for these games. The au-

thors also consider the computational complexity of several natural

problems in WTSGs and other interesting subclasses.
1
Specifically,

they study the complexity of the following issues: testing if an agent

is a dummy or veto agent, computing the core and core-related so-

lution concepts, and computing power indices such as the Shapley

value and Banzhaf power index. The work in [3] considers the com-

putational complexity of computing optimal coalition structures

in CSGs (see also [1] for this approach in numerous coalitional

games including CSGs) and show that the problem is hard even

for very restricted classes of games, i.e., Single Task Skill Games

(STSGs) and WTSGs where tasks require at most two skills and

skills are owned by at most two agents. However, they present a

fixed parameter tractable algorithm for instances whose underlying

structure has a bounded tree-width. Another positive result is the

existence of a polynomial-time algorithm that computes a socially

optimal coalition structure for WTSGs with a fixed number of skills

[1].

To the best of our knowledge, the strategic version of WTSGs

that we consider in this paper was not considered before. Moreover,

we emphasize that [3] mentioned in their conclusion that further

game theoretic analysis is appropriate for the setting where agents

are selfish and only care about their own utility.

A related model is the Coalitional Resource Games (CRGs) where
agents wish to achieve various goals and are endowed with certain

amounts of resources required to achieve these goals. CSGs and

CRGs are related since performing a task in CSGs requires a coali-

tion to have a certain set of skills, and achieving a goal in CRGs

requires certain resources. However, there are important differ-

ences between CSGs and CRGs (see Section 5.4 of [4] for a detailed

comparison). [22] investigate the computational complexity of a

number of natural decision problems for CRGs.

Another related topic is the Task Oriented Team Formation prob-
lem. We are given a task defined as a set of skills and agents pos-

sessing subsets of skills. For each pair of agents there is a cost that

we have to pay if the two agents are selected in the team. The

objective is to find a subset of agents that minimizes the overall

cost subject to that every skill in the task is covered. To cover a

skill, it is sufficient that one team member possesses that skill. [14]

show the hardness of this problem. Moreover, [17] consider the

robust version of the problem and define a team 𝑘-robust (for a

non-negative integer 𝑘) if it can be subject to the removal of any 𝑘

agents and still complies with the skill requirements for the task.

Let us also mention the hedonic game of [19] where some wire-

less agents have to service a given set of entities by collecting

and transmitting their data. Every such action is called a task. The

agents form a coalition structure before executing the tasks. Though

this model deals with tasks and coalition structures, it significantly

differs from our problem because there is only one skill (data man-

agement), and each task is assigned to a single coalition.

Finally, a further related topic is the hedonic expertise games [7]
where we are given a global set of skills and a set of agents where

each agent possesses a level of expertise in each of these skills.

Agents form coalitions and agents belonging to the same coalition

1
Interesting subclasses of WTSGs that they consider are Task Count Skill Games

(TCSGs) where each task has weight 1, and Single Task Skill Games (STSGs) where

we have only a single task.

have the same utility which is defined as the sum of the maximum

expertise for each skill among the agents of the coalition.

2 MODEL, CONTRIBUTION, AND
ORGANIZATION

The hedonic skill game is a strategic game composed of a set of

agents N = {1, . . . , 𝑛}, a set of tasks T = {𝑡1, . . . , 𝑡𝑚}, and a set

of skills S = {𝑠1, . . . , 𝑠𝑘 }. Each task 𝑡 𝑗 has a positive weight𝑤 (𝑡 𝑗 )
and requires a non-empty set of skills 𝑆 (𝑡 𝑗 ) ⊆ S in order to be

executed. Every agent ℓ ∈ N has a non-empty skill set 𝑆 (ℓ) ⊆ S
and she decides which coalition she wants to be part of. In a state

of the game 𝜎 , each coordinate 𝜎ℓ indicates the coalition that agent

ℓ has decided to join. Every state 𝜎 induces a coalition structure
(𝐶1, . . . ,𝐶ℎ) such that each 𝐶𝑖 is the non-empty subset of agents

who selected 𝐶𝑖 . A coalition structure is a partition of N , i.e., ∅ ≠
𝐶𝑖 ⊆ N for all 𝑖 ,∪ℎ

𝑖=1
𝐶𝑖 = N , and𝐶𝑖∩𝐶𝑖′ = ∅ for all (𝑖, 𝑖 ′) satisfying

1 ≤ 𝑖 < 𝑖 ′ ≤ ℎ. The number of coalitions of (𝐶1, . . . ,𝐶ℎ) is ℎ. In this

article, we interchangeably use the notion of state of the game and

its induced coalition structure, as they both determine the necessary

information about the agents’ joint decisions.

Every coalition 𝐶𝑖 holds the set of skills 𝑆 (𝐶𝑖 ) := ∪ℓ∈𝐶𝑖
𝑆 (ℓ),

which is the union of the skills of its members. A coalition 𝐶𝑖 is

able to perform a task 𝑡 𝑗 if its members have all the needed skills,

i.e., when 𝑆 (𝑡 𝑗 ) ⊆ 𝑆 (𝐶𝑖 ). Let 𝑇 (𝐶𝑖 ) denote the subset of tasks that
𝐶𝑖 can perform: 𝑇 (𝐶𝑖 ) := {𝑡 ∈ T | 𝑆 (𝑡) ⊆ 𝑆 (𝐶𝑖 )}.

A task 𝑡 can be performed by more than one coalition if several

coalitions contain agents who possess the skills that 𝑡 requires.

However, a coalition executes a task at most once.

Depending on the situation that the game models, the number of

coalitions of any coalition structure can be either unconstrained, or

upper bounded by some given parameter that we denote by 𝑞. Since

the number of coalitions of a coalition structure cannot exceed the

number of agents, 𝑞 ≤ 𝑛 can be assumed without loss of generality.

Let us now define the utility of the agents. The hedonic nature

of our skill game comes from the fact that the utility of every agent

only depends on the agents that are in her coalition.

The weight𝑤 (𝑡) of every task 𝑡 that a coalition 𝐶 can perform

is distributed among 𝐶’s members having at least one skill within

𝑆 (𝑡). Concretely, for all skill 𝑠 ∈ 𝑆 (𝑡), every agent ℓ ∈ 𝐶 such that

𝑠 ∈ 𝑆 (ℓ) receives a reward of
𝑤 (𝑡 )

|𝑆 (𝑡 ) | · | {𝑎∈𝐶 |𝑠∈𝑆 (𝑎) } | . The total sum
of the rewards that an agent receives constitutes her utility. Thus,

the utility of agent ℓ ∈ 𝐶 is equal to∑︁
𝑡 ∈𝑇 (𝐶)

∑︁
𝑠∈𝑆 (𝑡 )∩𝑆 (ℓ)

𝑤 (𝑡)
|𝑆 (𝑡) | · |{𝑎 ∈ 𝐶 | 𝑠 ∈ 𝑆 (𝑎)}| .

Given this definition, the sum of the agents’ utilities within a coali-

tion 𝐶 is always equal to the total weight of the tasks performed

by 𝐶 . Moreover, the sum over N of the agents’ utilities is equal

to the total weight of the tasks performed in the whole coalition

structure.
2
As a notation, 𝑢ℓ denotes agent ℓ’s utility function.

The social welfare associated with a state 𝜎 , denoted by 𝑆𝑊 (𝜎),
is defined as the sum of the agents’ utilities (a.k.a. utilitarian social

welfare). From the above discussion, 𝑆𝑊 (𝜎) is also equal to the total
weight of all the executed tasks. Thus, if 𝜎 induces the coalition

2
The weight of a task is counted 𝑥 times if it is performed by 𝑥 distinct coalitions.
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structure (𝐶1, . . . ,𝐶ℎ), then it holds that

𝑆𝑊 (𝜎) =
∑︁
ℓ∈N

𝑢ℓ (𝜎) =
ℎ∑︁
𝑖=1

∑︁
𝑡 ∈𝑇 (𝐶𝑖 )

𝑤 (𝑡) . (1)

A social optimum is a state 𝜎∗ for which 𝑆𝑊 (𝜎∗) is maximum.

Example 2.1. Suppose there are three skills {𝑠1, 𝑠2, 𝑠3}, two tasks

{𝑡1, 𝑡2} of weights𝑤 (𝑡1) = 6 and𝑤 (𝑡2) = 4 requiring skills 𝑆 (𝑡1) =
{𝑠1, 𝑠2} and 𝑆 (𝑡2) = {𝑠2, 𝑠3}, and three agents having skills 𝑆 (1) =
{𝑠1, 𝑠2}, 𝑆 (2) = {𝑠1, 𝑠3}, and 𝑆 (3) = {𝑠1}. If the three agents are in
the same coalition, then both tasks can be performed: agent 1 has

utility 6, agent 2 has utility 3, agent 3 has utility 1, and the social

welfare is 10. If agent 2 is alone and agents 1 and 3 are together in

the same coalition, then only the task 𝑡1 can be performed by the

coalition with agents 1 and 3: agent 1 has utility 9/2, agent 2 has
utility 0, agent 3 has utility 3/2, and the social welfare is 6.

A (pure) Nash stable outcome (a.k.a. Nash equilibrium in pure

strategy) is a situation where no agent can deviate from her current

coalition and strictly increase her utility (i.e., no agent possesses a

better response).

Example 2.2. Suppose there are two skills {𝑠1, 𝑠2}, a single task 𝑡1
of weight𝑤 (𝑡1) = 2 requiring skills 𝑆 (𝑡1) = {𝑠1, 𝑠2}, and two agents
having skills 𝑆 (1) = {𝑠1, 𝑠2} and 𝑆 (2) = {𝑠2}. If the two agents are

in the same coalition, then the task 𝑡1 can be performed: agent 1

has utility 3/2 whereas agent 2 has utility 1/2. If agent 2 is alone,
then the task cannot be performed in her coalition, and agent 2’s

utility is 0. If agent 1 is alone, then the task can be performed in

her coalition, and agent 1’s utility is 2.

Example 2.2 disproves the existence of a Nash stable outcome,

even if the number of possible coalitions is limited to two. Indeed,

agent 1 prefers being alone over being with agent 2, and agent 2

prefers being with agent 1 over being alone.

Observe that in Example 2.2, agent 1 and the task both have more

than one skill. It is interesting to consider specific instances of hedo-

nic skill games for which it is possible to prove that Nash equilibria

are guaranteed to exist. An agent (resp., a task) is said to be single-
ton if she has (resp., it requires) a single skill. We will differentiate

the instances solely composed of singleton agents (resp., singleton

tasks), and the others called general agents instances (resp., general
tasks instances) where the agents (resp., tasks) are not necessarily
singleton. As we will see later, this distinction has a significant influ-

ence on the various aspects of the hedonic skill game: existence of a

Nash stable outcome, convergence of the better response dynamics,

complexity of computing socially optimal coalition structures, and

the price of anarchy. In addition, the upper bound 𝑞 on the number

of possible coalitions of the coalition structure can also play a role.

Since studying all the aforementioned aspects for every possible

value of 𝑞 represents a huge amount of work, the focus is put on

the two extreme cases, namely 𝑞 = 𝑛 (the number of coalitions of

the coalition structure is unconstrained ) and 𝑞 = 2.

2.1 Contribution
We first show that for general instances such that 𝑞 ≥ 3, the prob-

lem of deciding whether an instance of the hedonic skill game

admits a Nash stable outcome is NP-complete (Theorem 3.1). We

then provide a complete picture about the existence of Nash stable

outcomes in the hedonic skill game. Specifically, we demonstrate

that a Nash stable outcome always exists if all the agents are single-

ton (Theorem 4.2 for 𝑞 = 𝑛 and Proposition 4.7 for 𝑞 = 2) or if all

the tasks are singleton (Corollary 5.2). These results are obtained

with different techniques. We notice that Example 2.2 covers the

remaining cases (namely, non-existence of a Nash stable outcome

for general agents/tasks instances) for all 𝑞 ≥ 2. We also show

that computing a Nash stable outcome is a PLS-complete problem

(Theorem 5.3) with singleton tasks, indicating that it is a difficult

task, but the problem is in P if the agents are singleton (Theorem

4.2 for 𝑞 = 𝑛 and Proposition 4.7 for 𝑞 = 2).

Moreover, as in previous works on CSGs, we adopt the utilitarian

social welfare, which is defined as the sum of the agents’ utilities, as

measure of the well-being of the system. It is known that computing

a socially optimal coalition structure is NP-hard, even in restricted

cases [3], i.e., for Single Task Skill Games (STSGs) where there is

only one task and for WTSGs where tasks require at most two

skills and skills are owned by at most two agents. In this work we

show that a social optimum can be built in polynomial time for

singleton agents instances when 𝑞 = 𝑛 (Theorem 4.1) and when

𝑞 = 2 (Proposition 4.7). Concerning singleton tasks instances, we

prove that maximizing the social welfare is NP-hard when 𝑞 = 2

and polynomially time solvable when 𝑞 = 𝑛 (Theorem 5.4).

We further study agents dynamics. Specifically, starting from any

coalition structure, the better response dynamics (BRD, in short)

consists of repeatedly applying better responses by single agents
3

as long as it is possible. If BRD eventually stops, then we say that

it converges and the final state must be a Nash stable outcome.

Otherwise, we say that the dynamics cycles. We prove that BRD

always converges if the tasks are singleton (Theorem 5.1) but it can

cycle with general tasks, even if agents are singleton (Proposition

4.6).

Finally, we study the quality of Nash stable outcomes by resort-

ing to the price of anarchy (PoA, in short), which is the largest

value, over all instances, of the social welfare (𝑆𝑊 ) of a Nash stable

outcome divided by the optimal social welfare [13]. Our results,

summarized in the following table, show that the PoA is sometimes

sensitive to a parameter 𝜏 defined as the maximum number of skills

required by a task.

PoA singleton agents singleton tasks

𝑞 = 2 PoA=3 if 𝜏 = 2, PoA=5 if 𝜏 = 3, PoA=4/3
and unbounded PoA if 𝜏 > 3

(Theorem 6.3) (Theorem 6.4)

𝑞 = 𝑛 𝑛
2
≤PoA≤ 2𝑛 if 𝜏 = 2,

and unbounded PoA if 𝜏 > 2 PoA=1

(Theorem 6.2)

2.2 Organization of this Article
We first study the complexity of deciding whether a given general

instance possesses a Nash stable outcome or not (Section 3). We

then consider the case of singleton agents (Section 4), followed by

the case of singleton tasks (Section 5) where we study the existence

and computation of Nash stable outcomes when 𝑞 ∈ {2, 𝑛}, and the

convergence of BRD. Section 6 is dedicated to the analysis of the

3
Choose one deviation arbitrarily if there is more than one.
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price of anarchy. We conclude and provide a list of possible future

works in Section 7.

3 HARDNESS OF DECIDING IF A NASH
STABLE OUTCOME EXISTS

We know from Example 2.2 that some instances fail to have a Nash

stable outcome. Therefore, it is natural to settle the complexity of

deciding whether a given general instance possesses a Nash stable

outcome or not. In the following theorem we show that deciding

whether an instance of the hedonic skill game admits a Nash stable

outcome is a hard problem when 𝑞 ≥ 3.

Theorem 3.1. Deciding whether an instance of the hedonic skill
game admits a Nash stable outcome is an NP-complete problem when
𝑞 ≥ 3.

Sketched proof. The starting point is the NP-complete par-

tition problem. Given 𝑛 positive integers 𝑎1, . . . , 𝑎𝑛 such that∑𝑛
𝑖=1 𝑎𝑖 = 2𝐵, decide if the numbers can be partitioned in two

subsets which both sum up to 𝐵.

Given an instanceI𝑃 of partition, an instanceI𝐻 of the hedonic

skill game is built as follows.

• create an agent 𝑖 with skills {𝑠𝑖 , 𝑠 ′𝑖 , 𝑠
′′
𝑖
} for all 𝑖 ∈ [𝑛],

• create two agents with skills {𝑠0, 𝑠1, 𝑠2, . . . , 𝑠𝑛} and call these
agents 𝑛 + 1 and 𝑛 + 2, respectively,
• create𝑞−2 agentswith skills {𝑠0, 𝑠1, 𝑠2, . . . , 𝑠𝑛, 𝑠𝑛+1} ∪ {𝑠 ′′

1
, 𝑠 ′′
2
, . . . , 𝑠 ′′𝑛 }

and call these agents 𝑛 + 3, . . . , 𝑛 + 𝑞,
• create a task of weight 4𝑎𝑖 requiring skills {𝑠𝑖 , 𝑠 ′𝑖 } for all
𝑖 ∈ [𝑛],
• create a task of weight 𝜀 = 0.4 requiring skill 𝑠 ′′

𝑖
for all

𝑖 ∈ [𝑛],
• create a task of weight 4𝐵 − 𝜀 requiring skills {𝑠0, 𝑠𝑛+1}.

We claim that I𝐻 admits a Nash stable outcome if and only if

I𝑃 is a yes instance. Indeed, there is a correspondence between

Nash stable outcomes and subsets of indices 𝑋 such that

∑
𝑖∈𝑋 𝑎𝑖 =∑

𝑖∈[𝑛]\𝑋 𝑎𝑖 = 𝐵. The shape of a Nash stable outcome and its cor-

responding subset 𝑋 is as follows. Agent 𝑖 such that 𝑖 ∈ 𝑋 is in

the first coalition, agent 𝑖 such that 𝑖 ∈ [𝑛] \ 𝑋 is in the second

coalition, agent 𝑛 + 1 is in the first coalition, agent 𝑛 + 2 is in the

second coalition, and every remaining coalition from 3 to 𝑞 admits

exactly one agent amongst {𝑛 + 3, . . . , 𝑛 + 𝑞}. □

Despite that the problem is NP-complete in general, in the re-

mainder of the paper we propose a characterization of the instances

admitting a Nash stable outcome. We conclude this section by notic-

ing that it remains open to study the complexity of decidingwhether

a given general instance possesses a Nash stable outcome or not

for the case of 𝑞 = 2.

4 NASH STABILITY WITH SINGLETON
AGENTS

In this section we suppose that every agent has a single skill. The

tasks can require more than one skill.

4.1 Unconstrained Number of Coalitions
We first consider the case where 𝑞 = 𝑛. We start by showing in

Theorem 4.1 that it is possible to compute in polynomial time a

coalition structure which maximizes the social welfare (this prob-

lem is known to be NP-hard in general [3]). We build upon this

first result to show in Theorem 4.2 how to compute a Nash stable

outcome in polynomial time.

Theorem 4.1. Finding a coalition structure which maximizes the
social welfare 𝑆𝑊 can be done in polynomial time for singleton agents
instances when 𝑞 = 𝑛.

Proof. The coalition structure is built from scratch with the

help of a set of agents 𝑋 . At the beginning 𝑋 is equal to N . Let

𝑖 = 1. Afterwards, do the following steps repeatedly until 𝑋 = ∅:
create a coalition𝐶𝑖 ⊆ 𝑋 such that |𝐶𝑖 | = |𝑆 (𝑋 ) | and 𝑆 (𝐶𝑖 ) = 𝑆 (𝑋 ),
remove 𝐶𝑖 from 𝑋 , and 𝑖 ← 𝑖 + 1.

At each step, the algorithm creates a new coalition which has one

representative (chosen arbitrarily) for every skill present in 𝑋 . Let

(𝐶1, . . . ,𝐶𝑡 ) denote the coalition structure built by the algorithm.

We clearly have 𝑆 (𝐶1) ⊇ 𝑆 (𝐶2) ⊇ . . . ⊇ 𝑆 (𝐶𝑡 ).
For every skill 𝑠 ∈ S, let 𝑛(𝑠) be the total number of agents

having skill 𝑠 in the instance. For every subset of skills 𝑌 ⊆ S, let
𝜇 (𝑌 ) denotemin𝑠∈𝑌 𝑛(𝑠). Each task 𝑡 ∈ 𝑇 can be performed at most

𝜇 (𝑆 (𝑡)) times because at most 𝜇 (𝑆 (𝑡)) coalitions can contain all the

needed skills.

By construction of (𝐶1, . . . ,𝐶𝑡 ), every skill 𝑠 appears in coalitions
𝐶1, . . . ,𝐶𝑛 (𝑠) . Thus, for every non-empty 𝑌 ⊆ S, we have 𝑌 ⊆ 𝐶𝑖
for 𝑖 = 1..𝜇 (𝑌 ). It follows that (𝐶1, . . . ,𝐶𝑡 ) maximizes the social

welfare because every task 𝑡 is executed its maximum number of

times 𝜇 (𝑆 (𝑡)). □

Note that Theorem 4.1 can be generalized to any value of 𝑞.

Theorem 4.2. A Nash stable outcome always exists and it can be
computed in polynomial time for singleton agents instances.

Proof. We consider a dedicated dynamics 𝐷 which starts from

a particular coalition structure built in polynomial time, and at

each step, 𝐷 selects a specific deviation. We will show that after a

polynomial number of deviations, a Nash stable outcome is reached.

For every possible state, the corresponding coalition structure is

represented with a 𝑘 × 𝑛 table 𝑌 where each row corresponds to a

skill, each column is associated with a coalition, and the entry 𝑦𝑖, 𝑗
of 𝑌 is equal to the number of agents having skill 𝑠𝑖 and belonging

to coalition𝐶 𝑗 . Given 𝑌 , we can define another 𝑘 ×𝑛 table 𝐿 whose

entry 𝐿𝑖, 𝑗 is the sum of rewards shared by the (possibly prospective)

agents of skill 𝑠𝑖 in coalition𝐶 𝑗 , given that the skills 𝑠𝑖′ ≠ 𝑠𝑖 already

present in𝐶 𝑗 are in accordance with 𝑌 . More precisely, we consider

that every skill 𝑠𝑖′ such that 𝑖 ′ ≠ 𝑖 is present in 𝐶 𝑗 if, and only if,

𝑦𝑖′, 𝑗 > 0. Then, 𝐿𝑖, 𝑗 is the sum of rewards that agents of skill 𝑠𝑖
would collectively receive if they were present in 𝐶 𝑗 . Therefore,

no matter what 𝑦𝑖, 𝑗 currently is, if exactly 𝑥 > 0 agents having

skill 𝑠𝑖 are in 𝐶 𝑗 , then each of them would have utility 𝐿𝑖, 𝑗/𝑥 . In
the following, if an agent belongs to coalition 𝐶 𝑗 and performs an

improving move by joining coalition 𝐶 𝑗 ′ , then we call 𝐶 𝑗 and 𝐶 𝑗 ′

the departing and arrival coalitions, respectively. A single agent

move (simply called “move” afterwards) from 𝐶 𝑗 to 𝐶 𝑗 ′ is left if
𝑗 > 𝑗 ′ (resp., right if 𝑗 < 𝑗 ′). A move is best (resp., better) if it is a
best (resp., better) response. Given 𝑎 and 𝑏 satisfying 1 ≤ 𝑎 < 𝑏 ≤ 𝑛,

𝐶𝑎
best 𝑖← 𝐶𝑏 denotes a best left move by an agent having skill 𝑠𝑖 from

departing coalition 𝐶𝑏 to arrival coalition 𝐶𝑎 .
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The initial state of the dynamics 𝐷 is the coalition structure built

in the proof of Theorem 4.1. Thus, each row of 𝑌 initially consists

of consecutive 1s, followed by consecutive 0s. While the current

state is not a Nash stable outcome, the next move of the dynamics

𝐷 must be a best left move invariably selected as follows.

(1) For every skill index 𝑖 such that at least one agent having

skill 𝑠𝑖 wants to make a best left move, do: Each time there

are two possible moves 𝐶𝑎
best 𝑖← 𝐶𝑏 and 𝐶𝑎′

best 𝑖← 𝐶𝑏 such

that 𝑎 < 𝑎′ < 𝑏, discard 𝐶𝑎′
best 𝑖← 𝐶𝑏 . Each time there are

two possible moves 𝐶𝑎
best 𝑖← 𝐶𝑏′ and 𝐶𝑎

best 𝑖← 𝐶𝑏 such that

𝑎 < 𝑏 ′ < 𝑏 and 𝑦𝑖,𝑏′ = 𝑦𝑖,𝑏 , discard 𝐶𝑎
best 𝑖← 𝐶𝑏′ .

(2) Within the best left moves that survived step 1, execute the

one whose departing coalition has smallest index. Break ties

arbitrarily.

The dynamics 𝐷 that we are going to describe maintains the

following invariants:

𝑦𝑖, 𝑗 ≥ 𝑦𝑖, 𝑗+1 for all pair (𝑖, 𝑗) (2)

𝐿𝑖, 𝑗 ≥ 𝐿𝑖, 𝑗+1 for all pair (𝑖, 𝑗) (3)

No better right move exists (4)

Invariants (2) and (3) are trivially satisfied by the initial state. The

remainder of the proof relies on three intermediate Lemmas.

Lemma 4.3. The initial state of 𝐷 satisfies Invariant (4).

It follows that if the initial state is not a Nash stable outcome,

then the first move of 𝐷 is a best left move. For the guaranteed

existence of a Nash stable outcome, it remains to prove that the

three invariants are maintained throughout the execution of 𝐷 .

Indeed, either a Nash stable outcome is reached, or the previous

move (which is a best left move) never leaves the possibility for an

agent to move to the right in the table 𝑌 , meaning that 𝐷 eventually

stops.

Lemma 4.4. The dynamics 𝐷 maintains Invariants (2) and (3).

Lemma 4.5. A best left move does not trigger the existence of a
better right move, i.e., Invariant (4) is maintained.

The convergence occurs after a polynomial number of steps

because 𝐷 solely performs left moves (there are 𝑛 agents and each

one can move at most 𝑛 − 1 times), and determining the next move

performed by 𝐷 (or that a Nash stable outcome is reached) can be

done in 𝑂 (𝑘𝑛2) by checking, for every skill index 𝑖 , if it is worth

moving from 𝐶𝑏 to 𝐶𝑎 , where 1 ≤ 𝑎 < 𝑏 ≤ 𝑛. □

In the proof of Theorem 4.2, the existence of a Nash stable out-

come is obtained with a specific dynamics applied on a particular

initial coalition structure. However, it is legitimate to ask whether

a Nash stable outcome can be reached by a natural dynamics such

as the better response dynamics (BRD).

Proposition 4.6. There exists an instance of the hedonic skill
games with singleton agents where BRD cycles.

Proof. Let us present an instance and a cyclic sequence of better

response deviations. The instance consists of 8 agents and 7 tasks.

There are 3 agents with skill 𝑠1, and one agent per skill 𝑠𝑖 such that

2 ≤ 𝑖 ≤ 6. The following list gives the details of the 7 tasks, i.e., the

name of the task, its weight, and the set of skills that it requires:

Table 1: The BRD cycle of Proposition 4.6

𝐶1 𝐶2 𝐶3 𝐶4

{{𝑠1, 𝑠2, 𝑠3}} {{𝑠4}} {{𝑠1, 𝑠5}} {{𝑠1, 𝑠6}}
{{𝑠2, 𝑠3}} {{𝑠1, 𝑠4}} {{𝑠1, 𝑠5}} {{𝑠1, 𝑠6}}
{{𝑠2}} {{𝑠1, 𝑠3, 𝑠4}} {{𝑠1, 𝑠5}} {{𝑠1, 𝑠6}}
{{𝑠2}} {{𝑠1, 𝑠1, 𝑠3, 𝑠4}} {{𝑠5}} {{𝑠1, 𝑠6}}
{{𝑠2}} {{𝑠1, 𝑠1, 𝑠1, 𝑠3, 𝑠4}} {{𝑠5}} {{𝑠6}}
{{𝑠1, 𝑠2}} {{𝑠1, 𝑠1, 𝑠3, 𝑠4}} {{𝑠5}} {{𝑠6}}
{{𝑠1, 𝑠2, 𝑠3}} {{𝑠1, 𝑠1, 𝑠4}} {{𝑠5}} {{𝑠6}}
{{𝑠1, 𝑠2, 𝑠3}} {{𝑠1, 𝑠4}} {{𝑠5}} {{𝑠1, 𝑠6}}

(𝑡12, 78, {𝑠1, 𝑠2}), (𝑡14, 96, {𝑠1, 𝑠4}), (𝑡23, 114, {𝑠2, 𝑠3}),
(𝑡15, 102, {𝑠1, 𝑠5}), (𝑡16, 54, {𝑠1, 𝑠6}), (𝑡123, 18, {𝑠1, 𝑠2, 𝑠3}),
(𝑡134, 180, {𝑠1, 𝑠3, 𝑠4}).

The 8 states of the cycle are reported in Table 1, where each

multiset represents a coalition and the skills of its members. The

first deviation is done from 𝐶1 to 𝐶2 by an agent having skill 𝑠1.

The initial and final utilities of the agent are 78/2 + 18/3 = 45

and 96/2 = 48, respectively. The second deviation is done from

𝐶1 to 𝐶2 by an agent having skill 𝑠3. The initial and final utilities

of the agent are 114/2 = 57 and 180/3 = 60, respectively. The

third deviation is done from 𝐶3 to 𝐶2 by an agent having skill

𝑠1. The initial and final utilities of the agent are 102/2 = 51 and

96/4 + 180/6 = 54, respectively. The fourth deviation is done from

𝐶4 to𝐶2 by an agent having skill 𝑠1. The initial and final utilities of

the agent are 54/2 = 27 and 96/6 + 180/9 = 36, respectively. The

fifth deviation is done from 𝐶2 to 𝐶1 by an agent having skill 𝑠1.

The initial and final utilities of the agent are 96/6 + 180/9 = 36 and

78/2 = 39, respectively. The sixth deviation is done from 𝐶2 to 𝐶1

by an agent having skill 𝑠3. The initial and final utilities of the agent

are 180/3 = 60 and 18/3 + 114/2 = 63, respectively. The seventh

deviation is done from 𝐶2 to 𝐶4 by an agent having skill 𝑠1. The

initial and final utilities of the agent are 96/4 = 24 and 54/2 = 27,

respectively. The last deviation goes back to the initial state. It is

done from𝐶2 to𝐶3 by an agent having skill 𝑠1. The initial and final

utilities of the agent are 96/2 = 48 and 102/2 = 51, respectively. □

Nevertheless, BRD always converges in singleton agents in-

stances where every skill is possessed by a single agent when 𝑞 = 𝑛.

This is due to the existence of a potential.

4.2 At Most Two Coalitions
Theorem 4.2 holds for an unconstrained number of coalitions. The

technique consists of applying specific dynamics on a particular

initial coalition structure. However, when 𝑞 is restricted, the tech-

nique is not guaranteed to work if the aforementioned initial state

requires more than 𝑞 coalitions. Therefore, we show in the fol-

lowing how a Nash stable state can be efficiently computed when

𝑞 = 2.

Proposition 4.7. When 𝑞 = 2, hedonic skill games with sin-
gleton agents always have a pure Nash stable outcome which can
be computed in polynomial time. Moreover, computing a state that
maximizes the social welfare in this case can be done in polynomial
time.
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Sketched proof. For every skill, balance the corresponding

agents on the two coalitions to obtain a state that maximizes the

social welfare. The first coalition always gets more agents of a

given skill if their number is odd. Afterwards, possible profitable

deviations are always from the second coalition towards the first

coalition. □

The question whether BRD converges when 𝑞 = 2 (and agents

are singleton) is an intriguing open problem. Note that the instance

given in Proposition 4.6 contains 4 coalitions, so the proposition

holds when 𝑞 ≥ 4.

5 NASH STABILITY WITH SINGLETON TASKS
In this section we suppose that every task requires exactly one skill.

There is a one-to-one correspondence between skills and tasks:

each skill 𝑠 is associated with a task 𝑡𝑠 of weight 𝑤𝑠 requiring 𝑠 .

The agents can have more than one skill.

Unlike the previous section, we do not approach the existence

of a Nash stable outcome starting from a social optimum. We show

that BRD always converges, proving that a Nash stable outcome

always exists. However, we demonstrate that it is unlikely that a

Nash stable outcome can be computed efficiently.

Theorem 5.1. For every parameter 𝑞, BRD always converges for
hedonic skill games with singleton tasks.

The proof of Theorem 5.1 consists of showing that every instance

is a congestion game [15]. Congestion games are central to the field

of algorithmic game theory [16, 21]. They always admit an exact
potential function (namely, Rosenthal’s potential function [18]). An

exact potential function Φ associates a real value with every state.

Each time an agent ℓ makes a profitable deviation that turns the

current state 𝜎 into a new state 𝜎 ′, it holds that Φ(𝜎 ′) − Φ(𝜎) =
𝑢ℓ (𝜎 ′) − 𝑢ℓ (𝜎). Every local optimum of Φ, defined as a state such

that no single agent can profitably deviate, is Nash stable. Thus,

BRD is known to always converge in congestion games.

A congestion game consists of a set of agents, a set of resources 𝑅,

and a function 𝑔 : 𝑅×N→ R. The strategy space of every agent is a
collection of subsets of 𝑅. If exactly 𝑥 agents have a given resource

𝑟 in their strategy, then the gain associated with 𝑟 for every user

of 𝑟 is 𝑔(𝑟, 𝑥). The payoff of an agent is the total sum of her gains,

over the subset of resources contained in her strategy. Rosenthal’s

potential of 𝜎 is defined as Φ(𝜎) =
∑
𝑟 ∈𝑅

∑𝑛𝑟 (𝜎)
𝑥=1

𝑔(𝑟, 𝑥), where
𝑛𝑟 (𝜎) is the number of agents having resource 𝑟 in their strategies.

Proof of Theorem 5.1. Start from an instance of the hedonic

skill game and create a set 𝑅 of 𝑞 |S| resources as follows: 𝑟 𝑗
𝑖
with

𝑖 ∈ {1, . . . , |S|} and 𝑗 ∈ {1, . . . , 𝑞}. For every agent ℓ ∈ N , let 𝐼 (ℓ)
denote the indices of agent ℓ ’s skills, i.e., 𝐼 (ℓ) := {𝑖 | 𝑠𝑖 ∈ 𝑆 (ℓ)}. The
strategy space of every agent ℓ includes {𝑟 𝑗

𝑖
| 𝑖 ∈ 𝐼 (ℓ)} for every

𝑗 ∈ {1, . . . , 𝑞}. The function 𝑔(𝑟 𝑗
𝑖
, 𝑥) is defined as𝑤𝑖/𝑥 where𝑤𝑖 is

the weight of the task requiring only skill 𝑠𝑖 .

If an agent ℓ plays {𝑟 𝑗
𝑖
| 𝑖 ∈ 𝐼 (ℓ)} for some 𝑗 ∈ {1, . . . , 𝑞}, then

this means that ℓ is in coalition 𝐶 𝑗 . If ℓ has skill 𝑠𝑖 , and in total 𝑥

agents having skill 𝑠𝑖 belong to coalition 𝐶 𝑗 , then each of these

agents gets𝑤𝑖/𝑥 , which corresponds to the reward associated with

the task solely requiring skill 𝑠𝑖 . □

The following Corollary is a direct consequence of Theorem 5.1

Corollary 5.2. Hedonic skill games with singleton tasks always
admit a Nash stable outcome.

One can directly use BRD for computing a Nash stable outcome,

but the number of steps before convergence is not guaranteed to

be polynomial in the parameters of the game. A different algorithm

may be used for efficiently computing a Nash stable outcome but we

show below, with tools from local search theory, that its existence

is unlikely when 𝑞 = 2.

Theorem 5.3. Computing a Nash stable outcome in hedonic skill
games with singleton tasks is a PLS-complete problem when 𝑞 = 2.

Proof. max cut flip is the problem of computing a solution of

max cut
4
such that flipping a vertex (i.e., moving it to the other

part of the bi-partition) does not increase the total weight of the

cut. Such a stable solution is called a local optimum and max cut

flip is known to be PLS-complete [20].

The problem of computing a Nash stable outcome of the hedonic

skill games with singleton tasks and 𝑞 = 2 is clearly in PLS since
one can easily build an initial solution (e.g., the grand coalition),

and one can decide in polynomial time if it is profitable for an agent

to deviate to the other coalition.

Let us show that max cut flip is PLS-reducible to the compu-

tation of a Nash stable outcome of the hedonic skill game with

singleton tasks and 𝑞 = 2.

Every instance I of max cut flip is mapped to an instance 𝑓 (I)
of hedonic skill games with 𝑞 = 2 as follows. Each vertex 𝑣𝑖 is

associated with an agent 𝑖 . Each edge (𝑣𝑖 , 𝑣 𝑗 ) corresponds to a skill

𝑠𝑖 𝑗 and that skill is solely held by agents 𝑖 and 𝑗 . Each edge (𝑣𝑖 , 𝑣 𝑗 )
also corresponds to a task requiring skill 𝑠𝑖 𝑗 and the weight of the

task is equal to the weight of the edge. Each part of the bi-partition

corresponds to a coalition so that every state of 𝑓 (I) is naturally
associated with a solution of I. It remains to prove that every Nash

stable outcome of 𝑓 (I) is a local optimum of I.
In a Nash stable outcome, no agent can profitably deviate. The

utility of agent 𝑖 is equal to
𝑤𝑖𝑛 (𝑖)

2
+𝑤𝑜𝑢𝑡 (𝑖) where𝑤𝑖𝑛 (𝑖) denotes

the weight of the tasks associated with edges (𝑣𝑖 , 𝑣 𝑗 ) such that

agent 𝑗 is in the same coalition as 𝑖 , while 𝑤𝑜𝑢𝑡 (𝑖) stands for the
weight of the tasks associated with edges (𝑣𝑖 , 𝑣𝑘 ) such that agent

𝑘 is not in the same coalition as 𝑖 . If agent 𝑖 deviates, then her

new utility becomes𝑤𝑖𝑛 (𝑖) + 𝑤𝑜𝑢𝑡 (𝑖)
2

. Thus, every agent 𝑖 satisfies

𝑤𝑜𝑢𝑡 (𝑖) ≥ 𝑤𝑖𝑛 (𝑖) in a Nash stable outcome.

Theweight of the cut is𝑤𝑜𝑢𝑡 (𝑖)+𝑤𝑟𝑒𝑠𝑡 (𝑖)where𝑤𝑟𝑒𝑠𝑡 (𝑖) denotes
the total weight of the edges (𝑣 𝑗 , 𝑣𝑘 ) such that 𝑖 ∉ { 𝑗, 𝑘}, and 𝑗 and

𝑘 are in distinct coalitions. If 𝑖 deviates, then the weight of the cut

becomes 𝑤𝑖𝑛 (𝑖) +𝑤𝑟𝑒𝑠𝑡 (𝑖). Since 𝑤𝑜𝑢𝑡 (𝑖) ≥ 𝑤𝑖𝑛 (𝑖) holds for all 𝑖 ,
we get that𝑤𝑜𝑢𝑡 (𝑖) +𝑤𝑟𝑒𝑠𝑡 (𝑖) ≥ 𝑤𝑖𝑛 (𝑖) +𝑤𝑟𝑒𝑠𝑡 (𝑖). In other words,

no vertex flipping increases the weight of the cut. □

Observe that building a Nash stable outcome is an easy task

when the number of coalitions is unconstrained (𝑞 = 𝑛): if every

agent is alone in her coalition, then nobody wants to deviate since

everybody enjoys her maximum possible utility. Let us conclude

4
Given a simple graph𝐺 = (𝑉 , 𝐸) with positive weights on its edges, find a bi-partition
(𝑉1,𝑉2) of𝑉 such that the total weight of the edges having an endpoint in𝑉1 and the

other endpoint in𝑉2 , a.k.a. the cut, is maximized [12].
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this section with computational complexity of optimizing the social

welfare of the hedonic skill game with singleton tasks.

Theorem 5.4. Regarding the hedonic skill game with singleton
tasks, maximizing the social welfare SW is anNP-hard problem when
𝑞 = 2, and polynomial time solvable when 𝑞 = 𝑛

6 PRICE OF ANARCHY
This section is devoted to the price of anarchy (PoA) of hedonic skill
games. The PoA is the largest value (over the entire set of instances

of the game) taken by the maximum social welfare divided by the

social welfare of the worst Nash stable state. We consider the PoA

with respect to the utilitarian social welfare 𝑆𝑊 which is defined

as the sum of the agents’ utilities (cf. (1) in Section 2). Instances of

hedonic skill games having non-singleton agents and non-singleton

tasks at the same time are not considered because the existence

of a Nash stable outcome is not guaranteed (cf. Example 2.2). Our

results focus on the two extreme values of 𝑞, namely 2 and 𝑛.

When both agents and tasks are singleton, then the PoA is 1

(Proposition 6.1). The PoA of the remaining singleton agents in-

stances depends on the maximum number of skills required by a

task (denoted by 𝜏)5 and is as follows: 𝑂 (𝑛) when 𝜏 = 2 and 𝑞 = 𝑛

(Theorem 6.2), 𝑂 (1) when 𝜏 ∈ {2, 3} and 𝑞 = 2 (Theorem 6.3), un-

bounded otherwise (Theorems 6.2 & 6.3). Concerning the singleton

tasks instances, we show that the PoA is 4/3 when 𝑞 = 2 (Theorem

6.4), and 1when 𝑞 = 𝑛. All the results are tight except for the case of

singleton agents, 𝜏 = 2 and 𝑞 = 𝑛 where the result is asymptotically

tight.

Proposition 6.1. For the case of singleton tasks and singleton
agents, the PoA of hedonic skill games is 1 for all 𝑞.

The omitted proof of Proposition 6.1 shows that the singleton

task associated with any given skill is executed its maximum possi-

ble number of times in any Nash stable outcome.

6.1 Singleton Agents
In this section we consider singleton agents. We first consider the

case of 𝑞 = 𝑛 (Theorem 6.2) and then the case of 𝑞 = 2 (Theorem

6.3). For both cases, we provide a tight or an asymptotically tight

analysis on the PoA.

Theorem 6.2. If 𝑞 = 𝑛, then the PoA of hedonic skill games with
singleton agents is Θ(𝑛) when 𝜏 = 2, and unbounded when 𝜏 > 2.

Proof. Let us begin with the case 𝜏 = 2.

Fix any Nash stable outcome 𝜎 . We say that a task 𝑡 is active in 𝜎
if there exists at least one coalition 𝐶 ∈ 𝜎 which is able to perform

the task 𝑡 , i.e., 𝑆 (𝑡) ⊆ 𝑆 (𝐶), and non-active otherwise. Let us denote
the set of active tasks in 𝜎 by 𝐴(𝜎), and the set of non-active tasks

in 𝜎 by 𝐴(𝜎) = T \ 𝐴(𝜎). Note that in any Nash stable outcome,

all the singleton tasks are active, while any task of size two (i.e.,

requiring two skills) can be either active or non-active. We get that

𝑆𝑊 (𝜎) =
∑︁
ℓ∈N

𝑢ℓ (𝜎) ≥
∑︁

𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=1
𝑤 (𝑡) +

+
∑︁

𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=2
𝑤 (𝑡) . (5)

5
Hence, 𝜏 = 1 corresponds to singleton tasks.

For any agent ℓ ∈ N , let 𝑇ℓ (𝜎) = {𝑡 ∈ 𝐴(𝜎) : 𝑆 (ℓ) ⊂ 𝑆 (𝑡) ∧
|𝑆 (𝑡) | = 2} be the set of non-active tasks of 𝜎 of size two that require

skill 𝑆 (ℓ). Moreover, let𝑚ℓ (𝜎) = argmax𝑡 ∈𝑇ℓ (𝜎) 𝑤 (𝑡) be the task
belonging to 𝑇ℓ (𝜎) of maximum weight. When 𝑇ℓ (𝜎) is empty, we

consider that𝑚ℓ (𝜎) is a dummy task of weight zero. It is easy to see

that, for any agent ℓ ∈ N , it holds that𝑢ℓ (𝜎) ≥ 𝑤 (𝑚ℓ (𝜎))
2

. Indeed, if

𝑢ℓ (𝜎) < 𝑤 (𝑚ℓ (𝜎))
2

, then 𝜎 is not a Nash stable outcome since agent

ℓ can perform an improving move (assuming that𝑚ℓ (𝜎) requires
skills {𝑆 (ℓ), 𝑆 (𝑎)}, for some agent 𝑎, the improving move of agent ℓ

is to join any coalition having an agent with skill 𝑆 (𝑎)) by making

the task 𝑚ℓ (𝜎) active and, in this way, getting utility of at least

𝑤 (𝑚ℓ (𝜎))
2

. Therefore, we get that

𝑆𝑊 (𝜎) =
∑︁
ℓ∈N

𝑢ℓ (𝜎) ≥
∑︁
ℓ∈N

𝑤 (𝑚ℓ (𝜎))
2

. (6)

In an optimal coalition structure, any singleton task can be per-

formed by at most 𝑛 coalitions, and any active task of size two

can be performed by at most
𝑛
2
coalitions. Moreover, let us denote

by 𝑆𝑊 (𝐴(𝜎)) the social welfare that any optimal solution extracts

from non-active tasks. We have

𝑆𝑊 (𝐴(𝜎)) ≤ 1

2

∑︁
ℓ∈N

∑︁
𝑡 ∈𝑇ℓ (𝜎)

𝑤 (𝑡) ≤

≤ 1

2

(𝑛 − 1)
∑︁
ℓ∈N

𝑤 (𝑚ℓ (𝜎)), (7)

where the first inequality holds since each non-active task of size

two is counted at least twice, and the second inequality holds since,

for any agent ℓ ∈ N , there exist in 𝜎 at most 𝑛 − 1 non-active

tasks of size two that require skill 𝑆 (ℓ) (because there are at most 𝑛

coalitions) and each of them has weight at most𝑤 (𝑚ℓ (𝜎)).
Therefore, given any optimal coalition structure 𝜎∗, we have

that

𝑆𝑊 (𝜎∗) =
∑︁
ℓ∈N

𝑢ℓ (𝜎∗) ≤ (𝑛
∑︁

𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=1
𝑤 (𝑡))+

+(𝑛
2

∑︁
𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=2

𝑤 (𝑡)) + 𝑆𝑊 (𝐴(𝜎)) ≤

(𝑛
∑︁

𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=1
𝑤 (𝑡)) + (𝑛

2

∑︁
𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=2

𝑤 (𝑡))+

+( 1
2

(𝑛 − 1)
∑︁
ℓ∈N

𝑤 (𝑚ℓ (𝜎))) (8)

By combining inequalities (5), (6) and (8) we get

𝑆𝑊 (𝜎∗)
2𝑆𝑊 (𝜎) ≤ [(𝑛

∑
𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=1𝑤 (𝑡)) +

+ ( 𝑛
2

∑
𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=2𝑤 (𝑡)) +

+ ( 1
2
(𝑛 − 1)∑ℓ∈N 𝑤 (𝑚ℓ (𝜎))]/

[∑𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=1𝑤 (𝑡) +
∑
𝑡 :𝑡 ∈𝐴(𝜎)∧|𝑆 (𝑡 ) |=2𝑤 (𝑡) +

+∑ℓ∈N
𝑤 (𝑚ℓ (𝜎))

2
] ≤ 𝑛,

which implies that

𝑆𝑊 (𝜎∗)
𝑆𝑊 (𝜎) ≤ 2𝑛. (9)

Since inequality (9) holds for any Nash stable outcome, and in

particular for the one with worse (i.e., smallest) social welfare, the

upper bound on the PoA follows.
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For the lower bound (𝜏 = 2), suppose the number of agents 𝑛 is

even. There are 𝑛/2 agents with skill 𝑠1 and 𝑛/2 agents with skill

𝑠2. There is a single task 𝑡 of weight 1 which requires both 𝑠1 and

𝑠2. The grand coalition is a Nash stable outcome in which every

agent has utility 1/𝑛. If an agent deviates, then she is alone in a

new coalition, and her utility is 0. The social welfare of the grand

coalition is 1. Consider the coalition structure composed of 𝑛/2
coalitions, each one having an agent with 𝑠1 and an agent with 𝑠2.

The social welfare of this state is 𝑛/2. Therefore, PoA ≥ 𝑛
2
.

Finally, consider the case 𝜏 > 2. Suppose 𝑛 is a multiple of

𝜏 . There are 𝜏 skills, and 𝑛/𝜏 agents per skill. There is a single

task of weight 1 requiring all the skills. The state where all the

agents are isolated (i.e., they form singleton coalitions) is a Nash

stable outcome of null social welfare. The optimal social welfare

is reached when 𝑛/𝜏 coalitions of size 𝜏 are formed (each such

coalition contains all the skills). Thus, the PoA is unbounded. □

Theorem 6.3. If 𝑞 = 2, then the PoA of hedonic skill games with
singleton agents is 3 when 𝜏 = 2, PoA= 5 when 𝜏 = 3, and the PoA is
unbounded when 𝜏 > 3.

6.2 Singleton Tasks
In this section we consider singleton tasks. We first notice that

when the number of coalitions is unconstrained (𝑞 = 𝑛), the PoA

of hedonic skill games with singleton tasks is trivially equal to 1.

This is because every agent can reach her maximum possible utility

if she chooses to be alone in a coalition, and such a state is Nash

stable. In the following theorem we deal with the case of 𝑞 = 2 and

provide a tight analysis on the PoA.

Theorem 6.4. The PoA of hedonic skill games with singleton tasks
is 4/3 when 𝑞 = 2.

Proof. Fix an instance and consider a Nash stable outcome 𝜎

and a socially optimal outcome𝜎∗. Suppose there is a skill 𝑠 that only
one agent, say 𝑖 , owns. The instance can be modified by deleting

skill 𝑠 because the PoA can only increase, and 𝜎 remains a Nash

stable outcome (only the utility of agent 𝑖 is decreased by the weight

of the task associated with 𝑠 , for every strategy that 𝑖 can take).

Therefore, we can suppose w.l.o.g. that no skill is owned by a single

agent.

Let𝑊1 (resp.,𝑊2) be the total weight of the tasks executed once

(resp., twice) under 𝜎 . Let us prove the following intermediate result.

𝑊2 ≥𝑊1 . (10)

Since 𝜎 is Nash stable, no deviation is profitable. For every agent 𝑖 ,

we know that 𝑢𝑖 (𝜎) ≥ 𝑢𝑖 (𝜎−𝑖 , 3 − 𝜎𝑖 ).6 Summing up this inequality

over the set
˜N of agents having a skill whose corresponding task

is executed once under 𝜎 , we get an inequality𝑊𝐴 ≥ 𝑊𝐵 .𝑊𝐴 is

the sum of the utilities of the agents in
˜N under 𝜎 , and𝑊𝐵 is the

sum of the utilities of the agents in
˜N if they unilaterally deviate

from 𝜎 . Note that𝑊𝐴 is upper bounded by the total weight of the

tasks executed under 𝜎 , i.e.,𝑊1 +𝑊2 ≥𝑊𝐴 . Since we have excluded

skills owned by a single agent, we know that the weight of the tasks

6
Here we assume that 𝜎𝑖 ∈ {1, 2}, corresponding to the choice of coalition 𝐶1 or

coalition𝐶2 , and 3 − 𝜎𝑖 simply designates the other strategy (i.e., 1 when 𝜎𝑖 = 2, and

2 when 𝜎𝑖 = 1). Moreover, (𝜎−𝑖 , 𝑥) is the standard notation for the strategy profile 𝜎′

where 𝜎′𝑗 = 𝜎𝑖 when 𝑗 ≠ 𝑖 , and 𝜎′𝑗 = 𝑥 when 𝑗 = 𝑖 .

executed once under 𝜎 is shared by at least two agents. It follows

that𝑊𝐵 ≥ 2𝑊1 because for each task executed once, at least two

agents get its full weight if she unilaterally deviates. We obtain

𝑊1 +𝑊2 ≥𝑊𝐴 ≥𝑊𝐵 ≥ 2𝑊1 ⇔ (10).
We have 𝑆𝑊 (𝜎∗) ≤ 2(𝑊1 +𝑊2) because a task is executed at

most twice (𝑞 = 2), and 𝑆𝑊 (𝜎) =𝑊1 + 2𝑊2. Use (10) multiplied by

1

2
to get that 𝑆𝑊 (𝜎) =𝑊1 + 3

2
𝑊2 + 1

2
𝑊2 ≥ 3

2
(𝑊1 +𝑊2). Therefore,

the PoA
𝑆𝑊 (𝜎∗)
𝑆𝑊 (𝜎) is upper bounded by

2(𝑊1+𝑊2)
3

2
(𝑊1+𝑊2)

= 4

3
.

To conclude, instances where the PoA is exactly 4/3 exist. □

7 CONCLUSION AND FUTUREWORK
In this article, we have focused on hedonic skill games and analyzed

the existence, efficiency, and computation of Nash stable outcomes.

Deciding whether a general instance admits a Nash stable outcome

is an NP-complete problem when 𝑞 ≥ 3. A Nash stable outcome

exists for every singleton agent instance, and it can be computed in

polynomial time, but a natural dynamics like BRD can cycle. Nash

stable outcomes also exist in singleton task instances, and the game

admits a potential, but it is unlikely that a polynomial algorithm

can compute a Nash stable outcome.

Several research directions that are worth investigating arise

from this work. For instance, what is the difficulty of deciding

whether an instance of the hedonic skill game admits a Nash stable

outcome when 𝑞 = 2? What is the exact PoA for singleton agents

instances when 𝑞 = 𝑛 and 𝜏 = 2? In many cases we focused on

𝑞 ∈ {2, 𝑛}, but examining the same problems for any value of 𝑞

leaves many open questions. A lot of problems related to the better

response dynamics remain unresolved when a Nash stable outcome

exists. We have seen that BRD always converges if the tasks are

singleton, but it can cycle for singleton agents. Special singleton

agents instances, especially when the number of coalitions is small

(e.g., 𝑞 = 2), deserve attention. Another interesting question deals

with the convergence of the best response dynamics, in which every

deviation is a best response instead of a better response.

We believe that it would also be useful to consider the 𝜖-Nash

stable outcomes, where 𝜖 ≥ 1. They are outcomes where no agent

can improve her utility by a multiplicative factor strictly greater

than 𝜖 . This is particularly interesting for the setting with non-

singleton agents for which the existence of Nash stable outcomes is

not guaranteed or, it is hard to compute (as in the case of singleton

tasks).

We have adopted the classic utilitarian social welfare, however,

other kinds of social welfare could be considered, like for instance,

the egalitarian social welfare which is defined as the minimum

utility among all the agents’ utilities, and the Nash social welfare

which is defined as the product of the agents’ utilities. It would

also be interesting to analyze other notions than Nash stability, e.g.,

core stability, strong Nash stability, individual stability, etc.

Finally, we think that it would be important to consider different

rewarding schemes (i.e., alternative ways to define the utility of

an agent) that can guarantee the existence of stable outcomes and

possibly show a lower price of anarchy.
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